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Summary

The realization of today’s IT services are often very com@ed depending
on a lot of used resources. In the event of a failure or de¢iadaf one or

multiple of such resources there are two critical aspebtsirhpact analysis,
that is the analysis of the impact on the dependent servaesjell as the
corresponding recovery of these services.

Concerning the recovery, for instance the selection ofélseurce to be fixed
first, the estimation of the necessary effort, and the respdime are very
important.

In this thesis a framework for the impact analysis of cullseatcurring or
only assumed resource degradations on the provider'scesrig developed.
This comprises impact on the functionality of the servitke,quality of ser-
vice (Qo0S), the particular customers and service leveleageats (SLAS), as
well as impact on the provider’s business by e.g., SLA viotatosts, revenue
loss, or further related influences on finances or reputation

Moreover, the framework includes an analysis and decisimpart for the
selection of appropriate recovery measures for a fast diwleeat, partial or
complete compensation of the given resource degradations.

At last, the support for tracking actually realized recovereasures is treated
in order to allow the consolidation with potentially penfoed IT changes as
well as the notification of affected customers.

Each of the above mentioned parts of the developed frameimohiddes a
treatment of the involved workflows, a correspondingly coemgnsive and
integrated data modeling, as well as the application to tedT service
scenarios.



Kurzfassung

Heutige IT-Dienste sind oft sehr komplex realisiert und vaglen zugrunde
liegenden Ressourcen abhangig. Im Fehlerfall einer odshrener solcher
Ressourcen sind die schnelle Analyse von Auswirkungenganpnalysis)
auf die damit realisierten Dienste sowie die Wiederhdtstgl(recovery) der
Dienste kritische Faktoren.

Fur die Wiederherstellung ist z.B. die Wahl der zuerst zpargrenden
Ressource, die Abschatzung des erforderlichen Aufwandslar Reaktions-
zeit sehr wichtig.

In dieser Arbeit wird ein Rahmenwerk fur die Analyse von Mir&ung-

en durch aktuell auftretende oder nur angenommene Ressdaein-
trachtigungen auf die Dienste eines Anbieters entwick@ies beinhaltet
zunachst Auswirkungen auf die Funktionalitat der Diendte Quality of Ser-
vice (Qo0S), die Kunden und Service Level Agreements (SLAg)is weit-

ergehend auch Folgen fur das Business des Providers in\orm.B. SLA-

Strafzahlungen, entgangenem Einkommen oder sonstigemeigii@n oder
den Ruf betreffenden Auswirkungen.

Weiter beinhaltet das Framework eine Analyse und Entsadneishilfe fur
die Wahl von geeigneten Wiederherstellungsmal3hahmenchmelen und
effizienten Kompensation oder sogar vollstandigen Aufingtder gegebenen
Ressourcenbeeintrachtigungen.

AbschlieRend wird ebenfalls die Unterstitzung der Vegtdolg von den
tatsachlich durchgefuihrten Wiederherstellungsmafea) zwecks der Kon-
solidierung von mdglichen erfolgten IAnderungen und der Benachrichti-
gung von betroffenen Kunden, behandelt.

Jeder der oben genannten Teile des entwickelten Framewcinke(3t jeweils
die Behandlung der beteiligten Workflows, eine entspredhemfassende
und integrierte Datenmodellierung, sowie die Anwendunfjkaunkrete IT

Service-Szenarien ein.
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Chapter 1

Introduction

Contents
1.1 A Framework for Impact and Recovery Analysis . . . . 2

1.2 Deficiencies of Today’s Impact Analysis and Recovery
Planning Approaches . . . .. ... ... ........ 5

1.3 ThesisOutline . . ... ... ... ... ... ...... 10

Nowadays, many companies are utilizing IT services to stippeir business,

and so are often depending on them to a large degree. In nses,dd ser- today’s

vice provisioning is a complex task and additionally the enying IT infra- business highly
structure itself is rapidly changing - concerning hardwame software - to- depending on
day. Therefore, most companies concentrate onto theittmieess, whereas!T services

IT servicesare outsourced to specializ€dservice providers

Because reliability of these outsourced IT services igcatifor the supported

business, so-calleskervice level agreements (SLAsE agreed between cusSLAs agreed
tomers and IT service providers to ensure proper IT serviedity. Besides upon to ensure
a description of the provided service functionality, thesatract include so- proper service
called quality of service (QoSparameters and correspondiservice level quality
definitionsbased on them, which together describe the agreed andedrget

quality and performance of the service in question. If theise levels are

not met, specifically defined penalties paid by the proviagsteho cover re-

sulting consequences for the customer.

Consequently, it is essential for a provider to be able teidmservices with

guaranteed quality. That is why a paradigm shift in the afeaanagement

has been occurring froatevice-oriented managemeantservice-oriented ma-
nagementffecting all of the well-known FCAPS (fault, configuratioac-

counting, performance, security) management functiorggsa This requires management
the adaption to service-orientation for configuration nggmaent, which de- paradigm shift
termines the manner how services are provided, as well &srpemce ma- from resource-
nagement, where achieved service performance has to bearezhi More- orieqtation to
over, it also also requires a service-oriented adaptioad¢oounting, security S€rvice-
management, and fault management. Concerning espetiallgtter, today °rentation

it is not sufficient any more to deal only with resource-otéeherrors and

failures in the network, end systems, and applicationsteats also service

1
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Chapter 1. Introduction

failures and service quality degradations and their r@hsthip to the resource-
oriented failures and quality degradations have to be takeraccount.

1.1 A Framework for Impact and Recovery
Analysis

In today’s service management the timely resolution ofisertailures and
service quality degradations is a critical key factor far Whole business. To
guarantee short outage times, it is necessary to idengfpttual root causes
in underlying infrastructure resources responsible fovise degradations as
fast as possible. But even if these originating failures waliy degrada-
tions in resources have been found, it has still to be deaidecdh actions on
which time-scale have to be taken to resolve these infretstrel degradations
and thereby to reestablish the service quality. That is wisyassential to find
out the actual impact of resource degradations currerkipgaplace, that is
to determine which services and which customers are affeetkich SLAs
are violated, and what is the whole resulting impact on th@rass. Only
based on this impact analysis, appropriate priorities flocwarently occur-
ring resource degradations can be assigned and corresgbneppropriate
resolution actions can be selected to handle degradatithgveater impact
first and as fast as possible.

In this thesis a framework for impact analysis, prioritiaat and resolution
decision making concerning resource degradations witetdo the actual
service and business degradations caused is designedthdéeemdegrada-
tion can denote a complete failure or a quality degradation. Reray mul-
tiple given, currently occurring or only assumed resouregrddations the
impact with respect to the provided services is determitieel determined
degradations are prioritized, and appropriate resoluitiions are selected.
The termimpact and recovery analysis (I/R analysig)l be used to subsume
impact analysis itself, i.e., the determination of impaictesource degrada-
tions on the business, and the following decision suppartte resolution
phase.

The main benefit of this framework will be a decision supportthe appro-
priate and efficient resolution from occurring resourcerddgtions in order
to reestablish proper service operations and servicetgurtile minimizing
the resulting service and business impact.

In today’s IT fault management it is often differentiatedvieeenincident ma-
nagemenandproblem managemenOn the one hand, incident management
is responsible for a fast, short-time solution to minimiagact of currently
occurring degradations in the near future. This often onhststs of a tempo-
rary recovery or workaround without finding a long-term si@o concerning
the degradation, e.g., the restart of a crashed servergzodehout finding

2



1.1. A Framework for Impact and Recovery Analysis

the real cause of the crash. On the other hand, the issueldepronanage-
ment, in a more long-term manner, is to find and recover froardlal cause
of a degradation, e.g., to locate and fix a software bug in\&es@rogram to
avoid it crashes in the future.

Because today both levels of fault management - incidentpaoldlem ma-
nagement operating with different level of detail and oredént time-scale -
are necessary, both should be supported by an impact/myanalysis frame-
work. If necessary, the two-level approach might be everengeneralized
into multiple levels, supporting different search depthisthe impact/recov-
ery analysis, even starting at different level of detailden failure informa-
tion.

In addition to the area of reactive fault management comakwith currently reactive vs.
occurring degradations, such a framework could be applieshly assumed proactive
resource degradations in order to proactively find outaaitiesources, whosehandling of
degradations would have the greatest impact on the busenregsvhich reso- degradations
lution actions would be necessary. Such application of tleaéwork would

be concerned with the area of &vailability management

Concluding, it is strived for a framework being usable in fibléowing mana-
gement areas:

e incident management
e problem management

¢ availability management (as a kind of proactive problem ag@ment)

The main issues which arise in the context of such a frameaekhe fol-
lowing.

impact analysis/recovery process:Starting from a workflow to perform the
impact/recovery analysis, necessary components havedebgfied. A
detailed process covering all necessary interactions gr@se compo-
nents has to be developed.

information modeling: Modeling of the various kinds of information for the
framework is important. Such a modeling at least has to cmaghe
services and resources they are based on, including a kfmtia on
their dependencies and quality parameters, SLAs, andeliff&inds of
degradations on resource and service level.

techniques: The techniques which shall be applied for the processing-of r
source, service, and business degradation/impact infammarioritiza-
tion, and, recovery information have to be investigatedrédwer, it has
to be examined whether existing approaches especiallytiiemetwork
and systems management can be adapted to perform these tasks

instantiation: While the framework has to be designed to be generically ap-
plicable to many kinds of services, an instantiation metiaogly is re-

3



Chapter 1. Introduction

quired to apply the framework to concrete real-world sexpcovisio-
ning scenarios. This methodology should consist of a syeptép appli-
cation process.



1.2. Deficiencies of Today’s Impact Analysis and Recovexgrithg Approaches

1.2 Deficiencies of Today’s Impact Analysis
and Recovery Planning Approaches

In today’s IT management, the existing approaches for imaaalysis and

recovery planning from resource degradations suffer fresese problems.

The performing of impact analysis and recovery planningteroonly done best practices
manually by applying best-practice techniques: Necessdoymation and applied
process flow are mostly not accurate modeled or even undottetheand manually today
only known by experts. for I/R analysis

Today’s most IT solutions do not offer integrated tool suppegarding infor-
mation and process flow of impact analysis and recovery.oAilgin such tools
are emerging recently, they lack a consistent top-downagmpr with regard
to modeling and process support. In general, such tools @reasily and
not generically applicable to a particular IT scenariohaytlack a consistent
instantiation methodology.

Nevertheless, impact analysis and a corresponding rec®meecessarily per-
formed by many IT administrators today, usually done mdg@aid by using
undocumented expert knowledge. To actually carry out irhpaalysis and
recovery an administrator might access different sourtegarmation, e.g.,
device configurations, performance statistics, appbeediocumentation, cus-
tomer databases, and might also use various tools, e.gefanork checking,
debugging purposes, and SLA management.

Recent related work, such as in the areas of SLA managenewuice pro-
visioning, and service problem management is often onlgeored partially
with the information and process workflow needed for an gppate and
accurate impact and recovery analysis. A consistent iategrinto the exist-
ing service management and provisioning infrastructugereeric modeling,
and an appropriate workflow support, fitting all requiredesdp and areas in-
volved, are not yet covered in the existing research. Thikesi& hard for
today’s IT providers to actually perform impact/recovenalysis efficiently
in terms of costs and effort for each of their services offere

The aim of this thesis is to address all these important @efotés. Thus, the support today’s
idea of this thesis is to develop a consistent and top-dovemtad framework best practices of
for impact and recovery analysis (I/R analysis). This fraumik should be I/R analysis by
generically applicable to any given service scenario. Harrhore, it should consistent
adequately and without great effort integrate into the tixgsservice pro- automation and
visioning and management infrastructure. Most importérshould greatly 'ntegration
help the experts to perform an appropriate and accuratecinapalysis, and

based on this to decide an adequate recovery, both in a,fastez efficient,

and more reliable manner than it is done today only by hand.fidmework

to be developed should assist the IT administrators to parimpact/recov-

ery analysis by providing all necessary information in asistent way and

further by automating required steps as much as possible.
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reuse and Impact analysis/recovery is concerned with different areamanagement
adaptation of such as SLA management or service modeling and thereforsng differ-

existing ent pieces of information from different sources, such asagament tools,
concepts and databases. That is why the basic idea for the developmehedfamework
techniques is to identify existing managements concepts and compsr{sath as tools

and databases) involved in today’s impact/recovery arsaéysd to integrate
them in a consistent way by providing an appropriate modedind work-
flow as well as well-defined interfaces. At first, it has to balgped which
information, which concepts, which components, and whidioas are in-
volved in impact/recovery analysis, as performed todayX{peds using only
best-practices and undocumented experience. Afterwapisppriate inte-
grated information models, workflows, and interfaces betwthe identified
management components have to be designed.

Particular recent related work for this thesis is shortl{linad in the follow-
ing: Fig. 1.1 gives an overview of related work in generaljlevirig. 1.2 il-
lustrates particular relationships between this thesisspecific related work.

Service-oriented

problem management
resource modeling

service modeling QoS/degradation

modelin
dependency finding ing

QoS measurement
dependency modeling

IT process frameworks

service problem management
in general

I/R analysis
framework

existing approaches
for IT impact/recovery analysis

recovery selection

business risk and
impact analysis

Figure 1.1: Related work

The framework will have - as mentioned above - to deal witfedént areas of
Service MIB management and various sources of information. M. Sail0[8 has devel-
approach oped a so-calle8ervice MIB- a generic information model suitable for every
aspect and type of information necessary for service piavisg and service
management in general. This model provides a generic basibd integra-
tion of framework as part of IT service management within @vjgter’s ser-
vice management and provisioning environment: It basigaibvides an in-

6
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tegrated and consistent repository for storing dependsritween services
and resources necessary for impact/recovery analysisetNeless, the de-
tail level of the dependencies proposed in [Sai07] is notagedccurate and
granular enough to be used for a detailed impact/recovealysis. The de-
velopment of such an appropriately consistent, detailedetnag will be part
of this thesis. For the actual implementation this refinedieliog can be in-
tegrated with the approach of [Sai07], which especiallp alseady provides
generic measurement and access interfaces to most piaoésrofation nec-
essary for impact/recovery analysis in general.

Service-oriented

problem management QoS/degradation modeling
Service modeling

QoS specification

Service MIB and measurement
(Sailer) (Garschhammer)
o A
Fault isolation | <<uses>> <<uses>> |

Service-oriented
event correlation <& - - - -
(Hanemann) <<related to

I/R analysis
framework

| <<uses>> Recovery
v selection

Management
by Business
Objectives
(Bartolini et all)

Figure 1.2: Detailed related work

Impact/recovery analysis as defined in this thesis is eafhgdargeting to- customer-
wards business-orientation and customer-orientatien,determining actual oriented QoS
service and business impact caused from given resourcedhgm in ac- framework
curate and enough granular level of detail, including dyaspects. M.
Garschhammer [Gar04] has designed a framework for the tlefirand ac-

tual measurement of Quality of Service (Qo0S) parameters castomer-

oriented way by monitoring them at the service access pdihiat is why

the approach of [Gar04] seems to be a promising generic isquitce for
customer-oriented quality information needed for an appate impact/re-

covery analysis

TheManagement by Business Objectigesup [SB04] has already performedvianagement by
some research concerning the decision of recovery alteesaby utilizing Business
mathematical optimization models. So, generally this wertelated to and Objectives

may provide a possibility for the framework’s recovery piarg. Neverthe- approach

less it is not really concerned with a generic modeling obvecy actions and

7
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recovery plans, a task which therefore has to be approagh firamework
itself.

IT impact analysis/recovery is a specific part of servicépm management:
By using known actual resource degradations the impactesdtvices is de-
termined and the decision for an appropriate recoveryratefe is assisted.
Problem (and incident) management in general consistsurfdbases: first
failure location i.e., observation of failure symptoms, secdadure isola-
tion, i.e., the determination of the actual root cause for theeotesl symp-
toms, and thirdailure diagnosig(i.e., impact analysis), and fourtecovery
from the actual root cause. The recovery can divided updnvery selection
actualperforming of the recoveryandrecovery trackingor re-consolidating
the used modeling with potentially occurred IT changesrdurecovery and
for keeping affected customers informed. The I/R analysisiework in this
thesis is only concerned with the selection and the trackirtipe recovery,
not with the actual performance of the recovery itself. Tonstiup, the
subject of this thesis, I/R analysis is concerned with thedthnd partially
with the fourth (decision help and tracking) of the phaseproblem mana-
gement. Fig. 1.3 illustrates this relationship of servicglyermm management
and I/R analysis.

observation of AN

I/R
symptoms as Analysis
indication that a —
fault has occurred/ . A
. e fault location N
is occurring 4 /

/

s / /
actual AN «comprfses»/ /
: e 7
identification of |- ————— /
the fault /

7 // /

A 7 «compfises»’
determination of Y | 4 4 /
impact by the S
fault s «comprises»

/

/

/

/
analysis of AN /

potential recovery
alternatives,
selection of
an appropriate one

N tracking the
actual . F
- actual recovery execution o
execution of — — I
selected recovery trackmg actually
performed
recovery

recovery

Figure 1.3: Relationship between service problem management in genera

and I/R analysis
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Before performing an impact analysis, one needs to know tatheuactual
failures, i.e., the actual location, and isolation of fauias to be done first.
In this work, it is assumed that these current faults/degjrads are already
known, and are regarded as the essential input.

A. Hanemann [Han07] has developed a framework for servicted event service-oriented
correlation which is mainly concerned with the second orthefabove men- event

tioned phases: Current service failure/degradation tefimm customers are correlation
correlated and combined with failure/degradation infarorafrom lower ser-

vice and resource layers to isolate one or multiple possdaecauses of the

reported service degradations. The final outcome, thattisfiidentified po-

tential root causes (degradations on the resource layerpeaised as input

for the framework of impact/recovery analysis developedhe
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1.3 Thesis Outline

In the following, the structure of the thesis is presentet). E.4 shows an
overview in which dashed arrows denote input/output of tepsperformed
during the course of the thesis.

Chapter 2 is concerned with an requirements analysis forRwrahalysis
framework. First, important definitions of terms which vk used through-
out the thesis are introduced. These definitions are baséteddNM Ser-
vice Model [GHH"01, GHK"01, GHH"02], because this model basically
allows for an universal, generic, and consistent modelihgny given IT
service scenario, by providing consistent and generic iddefis for service,
service management and related terms. Moreover, the lze8upercompu-
ting Center is used as a typical example of a large-scale Micgeprovider.
Its services “Web Hosting Service” and “E-Mail Service” ased as a further
motivation for the necessity of the research towards anongat fault mana-
gement for services and to derive requirements for the fnarie At the end
of that chapter a requirement catalog for the frameworkasiidied.

In Chapter 3 related work is analyzed and assessed withatsges reusabil-
ity or integration in the framework. The related work taketoiaccount com-
prises IT process management frameworks especially ITdblpm, incident,
and availability management, service and resource maglafproaches, ap-
proaches for dependency modeling and discovery, QoR/Qa&ling and
measurement, financial business impact analysis and rizlysas, service
usage prediction, SLA modeling, and existing approaches$lfampact/re-
covery analysis.

The framework for service-oriented impact and recoveryyaimmeeting the
requirements from Chapter 2 is designed and discussed ipt&@hé&. The
framework is generic in that it aims to be applicable for anysérvice sce-
nario. Chapter 4 covers this framework in general, whil@#dicular instan-
tiation to a concrete service scenario will be addressed ¢at in Chapter 5.

The generic development in Chapter 4 is performed in vargbes. First,
the basic frameworkis introduced which covers the whole impact and re-
covery analysis on a conceptual level, i.e., without goiegtpo much into
details concerning the necessary data structures: Thfieement substeps
of a workflow for I/R analysis, namely the abstract workflowe trefined
abstract workflow, and the realized workflow, each coverhgwhole im-
pact/recovery analysis, are treated. The second substeprises already a
rough abstract modeling of necessary data structurese wtelthird one also
comprises an abstract component architecture for theatign of impact/re-
covery analysis. Based on the basic framework, three agteframeworks,
namelyimpact analysis frameworkecovery analysis framewoykndrecov-
ery tracking frameworkare developed. Each extension framework is con-
cerned with a separate part of impact/recovery analysisfarits respective

10
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Figure 1.4: Structure of the thesis

part it includes a detailed and refined modeling of the nescgss$ata struc-
tures, their particular use, and a potential implementdtimsed on this.

The instantiation of the generic framework developed infitie4 for a real-
world scenario of an IT service provider is discussed in @vaf: Basically,
instantiation of the framework is divided into componerdiatecture instan-
tiation and model instantiation. Especially, a top-dowieiated instantiation
methodology, being based on business policies and SLA tefigj is pre-
sented. This instantiation methodology is exemplified \tlith example ser-
vices offered by the Leibniz Supercomputing Center, whlokealy have been

presented in Chapter 2.

instantiation
concept

The last chapter concludes this thesis and presents extereind remaining conclusion
open issues which are subject to future work.
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In this chapter general requirements to be posed on a frarkdarol/R ana-
lysis are identified.

At first, in Sect. 2.1 some important terminology is defined anSect. 2.2
the MNM Service Model, which can be used for basic modelingryf given
service, is introduced. In Sect. 2.3 an example scenariahwhill serve for
illustration throughout the whole thesis, is presentedgitihe MNM service
model. At last, the requirements are identified in Sect. 2.4.
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Chapter 2. Requirements Analysis

2.1 Definition of Important Terms

This section introduces important terminology which isdufgoughout the
whole course of the thesis.

Provider: A provideroffers services to customers. The provider himself can
act as a customer in case of having ordered subservicesaftbgrother
providers.

Customer: A customersubscribes to a service. He grants the possibility to
use this to a set afisers often being also members of the customer’s
organization.

Service: In contrast to other definitions where a service is limitec tepe-
cific domain or technology, a service is defined here in a geney.
It is specified as a set duinctionalitiesthat are offered by &ervice
provider to a customer at austomer provider interfaceith a certain
quality of service (QoS)he customer may allow a set of users to access
the service at theser provider interface This notion provides a com-
mon understanding between customer and provider, furadtigrand
quality issues of the service provisioning are definedsbyvice level
agreements (SLA®) a customer-oriented manner. The service provisio-
ning is realized by using the service’s owesourcesvhich are always
provider-internal and other services calleabservicesvhich might be
either provided by the provider himselfrovider-internal subservices
or by asubprovider(provider-external subservices

Service functionalities: The complete functionality of a service consists of
service usage functionalis well asservice management functionality
The service usage functionality relates to the normal peepmd the ser-
vice and is accessed by users (e.g., sending an e-mail wenaail ser-
vice), whereas the service management functionality i€eored with
contracting, controlling, and customizing the servicenssn provider
and customer (e.g., adding an e-mail user account). Bo#@stgpfunc-
tionality can be divided further into single functionadii to distinguish
different use cases of interactions between user/custaneeprovider
(e.g., sending an e-mail in contrast to accessing an e-oidgr).

Service instance: The termservicehere shall refer to a service in general,
which may be operated by a provider for several customersyeas the
termservice instancshall refer to a specific instance of the service pro-
vided for a specific customer. Each service instance of acgehas its
own service level agreement which may contain individuabQara-
meters and individual values ranges for these QoS parasretavell as
other global parameters of the service instance.

Service level agreement:A service level agreement (SLiS)a contract bet-
ween customer and provider about one or multiple offeredices. It

14
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comprises a legal part, concerned e.g., with payments ftenctis-
tomer, and withSLA violation penalty costsom the provider for not
meeting specifiservice levelsas well as a part concerned with the pro-
visioning and usage of the service itself. This part conghyetiescribes
the services, comprising e.g., service functionalitiasl(iding manage-
ment functionalities), appropriate service access p@ntsCSM access
points, and customer-oriented Q0S. Moreover, for each Gu&npeter
agreed thresholds for specific time intervals, i.e., retpeservice lev-
els, are defined by appropriate constraints. The providaragiees for
meeting these constraints. Otherwise, the agreed SLAtoalpenalties
have to be paid to the customer.

Subservice: A subservice is a service that is used by other services. This
service can be offered to customers or can be used provitamnally.
By using subservices offered by other providers it is pdesib form
provider hierarchies.

Resource: A resource is used by services for provisioning and opeagatin
these services. A service is regarded as an abstractiontswander-
lying resources (and its used subservices). That is whylaréaof a
service has not to be located in the service itself, but &t leaone of
the resources which are used for its realization. A resocacee.g., be
a network link, an end system, main memory, a hard disk doven
application process. Moreover, including a more highdlpesspective,
the term resource covers also aspects like staff, expewledge, and
IT processes used for the provisioning of a service.

Service access pointA user accesses the service usage functionalities, to
which its customer has subscribed, at the service accest poi

Customer Service Management access poinfThe Customer Service Ma-
nagement access point (CSM access pagrif)e interface to the service
management functionalities between the customer and theder. It
allows the exchange of management information, as well essacto
certain agreed-upon management functions, e.g., ordefimgw ser-
vices, access to service performance reports, or the egehainfault
management information. Particularly, the CSM accesstmdia used
subservice can be accessed to perform management funofiande-
pendent service.

Degradation: Degradationis used as common term for problems or events
occurring which might have an impact on the proper serviawipio-
ning. A degradation can be on either layer, on the resourcs Ige-
source degradationor the service layerservice degradation On the
service layer it can further be differentiated between giserin general
and a specific service instance (i.e., customer).

A degradation on either layer can be a complete failure or agradual
deterioration, e.g., a QoS or performance degradation.
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(Pre-recovery) impact analysis: Pre-recovery impact analysisr impact

Recovery analysis: Recovery analysifllows (pre-recovery) impact analy

16

analysis(tersely, if nothing else is specified) subsumes all acisito
determine the existing or threatenimgpactof one ore multiple resource
degradations on the business over time (e.g., describedumst@on of
time) without considering any recovery or repair measuteomprises
the analysis of impact of resource degradations on seriggEneral, on
specific service functionalities, on service instances,(customers), or
on specific functionalities of service instances. Furtr@emit includes
the determination of impact on QoS parameters (providiented or
customer-oriented) of these service or service functibesl

Additionally included is - based on the activities mentidradove - the
derivation of the development of QoS violations and rele@ed vio-
lation costs over time (financial impact over time, directrived from
SLA contract). These formal SLA violation costs can be cambiand
extended with further financial business impact informatie.g., cur-
rent and expected, future service usage information. Eleswgb further
financial and reputational aspects to be included are revierss, custo-
mer satisfaction, and the public image. The latter two exas@re con-
cerned with reputational factors which relate to finanampact in the
near or far future, e.g., current customers canceling thecgecontract
in the near future because of dissatisfaction or the laclewofcustomers
because of a bad image.

Consequently, the output of the (pre-recovery) impactyaisls the de-
velopment of the financial/reputational impact - as a fuorcof time or
duration - of one or multiple given resource degradatiores tme, with
no consideration about mitigating recovery measures.

sis. After performing the impact analysis and thereby degthe finan-
cial/reputational impact of given resource degradatiores time with-
out considering any recovery, the recovery analysis censidnd eval-
uates possible alternatives of recovery plans in order tbdm optimal
or at least an approximately optimal one. Here, repair dostdifferent
choices of recovery plans are considered. This includesides con-
cerning priority and order for handling the degradations] or each
single degradation the time-range, the specific effort, spetific mea-
sures to be taken. The findings are evaluated to find the mpsaipate
and efficient approach to handle the given resource degoadand to
be of valuable help for the recovery decision. Included esdetermi-
nation or estimation of theeduced impactvhich is the impact being
left after performing the selected recovery alternativel(iding factors
such as the costs for the recovery) in comparison to the quevery
impact without any recovery. All these activities followimmpact ana-
lysis, which are in fact an extension of the impact analystgause the
estimated reduced impact being left after the executiomefselected
recovery alternative is determined, are comprised in tha tecovery
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analysistersely. But alternatively, also the more explicit teamalysis of
impact with recovergould be used instead.

Impact and recovery analysis (I/R analysis): The termimpact and recov-
ery analysisor terselyl/R analysis (I/RA)enotes the consecutive per-
forming of impact and recovery analysis. The essentialtimpone or
several given resource degradations. The essential aatpug or multi-
ple recovery plans, comprising scheduling and order ofatdagion mea-
sures, corresponding time-ranges, specific effort to Letajldd, specific
measures for handling each of the given resource degradatia fast
and efficient way. Furthermore, each recovery plan hashathnfor-
mation about the estimated reduced impact, in comparisdhetgre-
recovery impact, resulting after this recovery plan willrealized.

In this thesis a framework for I/R analysis is developed.
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2.2 MNM Service Model

The MNM Service Model [GHHO01, GHK"01, GHH"02] is a generic mo-
del for IT service modeling designed to be applicable to amgrgservice
scenario. This is basically achieved by a providing genand consistent
definitions for all terms involved in the area of service ngeraent: Aser-
vice here is basically defined as a set of interactions betweéareiift roles:
A distinction is made betweetustomer sidend provider side The custo-
mer side contains the basic rolesstomeranduser, while the provider side
contains the rolerovider. The provider realizes the service and makes it avai-
lable for access to the customer side. The service as a whdieided into
usage which is accessed by the role user and managementig/hictessed
by the role customer.

customer «role» «rolex»

side user customer legal entity U| |legal entity C
user customer
side , ,
: service service
independent =
. rovider
provider «role» P -
side provider legal entity P

A.: abstract notation B.: standard UML notation

Figure 2.1: MNM Basic Model

For each modeled service, the MNM Service Model defin@asic Model

to provide an overview of theerviceand its usedubservice as well as all
participating roles. The Basic Model shows for the serving @l subservices
which entities (i.e., organizations or individuals) aréirag in different roles

concerned with each service. It can be defined in abstraationtcontaining

only roles concerning each service, or in object-like notatvhere the roles
are assigned to entities which act in these roles (see Aij. 2.

Apart from the Basic Model the MNM model comprises two maiews. The
Service Viewsee Fig. 2.2) gives a common perspective of the serviceedgre
between the customer and the provider. The details of thvicearealization,
that is provider-internal aspects, are not part of this vi€wr these details
and their relationships another perspective, Realization Viewis defined
(see Fig. 2.3).

The Service View contains the service for which the fundldy is defined

for usage sage functionalityas well as for managememhénagement func-
tionality). There are specifications for tlservice access poimts well as the
CSM access pointwhere user and customer can access the usage and ma-
nagement functionality, respectively. The service viesoalontains a list of

QoS parameterand agreed value ranges for them which have to be met by
the service. Theisage functionalitys realized by theervice implementation
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and themanagement functionaliig realized by theervice management im-
plementation Additionally, the service management implementationees
the adherence to the specified QoS parameter ranges.

In the Realization View the service implementation and teevise mana-
gement implementation are specified in detail. Both arezeglby using
provider-internal components as well as subservices: &wmice implemen-
tation aservice logicuses internatesourcegdevices, knowledge, staff) and
externalsubservices order to provide the service. Analogously, service ma-
nagement implementation includesarvice management logeontrolling
basic management functionaliti@dAN99] and the management of the ex-
ternalsubservicesSubservices being external to the modeled service can be
provided either by another provideprovider-external subservicgsr pro-
vided by the provider itselfgrovider-internal subservicgs

The MNM Service Model can also be used for a modeling of thel gsbser-
vices, i.e., the model can be applied recursively for prevlderarchies.

20



2.3. Service Example Scenario at the Leibniz SupercongpQemter

2.3 Service Example Scenario at the Leib-
niz Supercomputing Center

In the following an example scenario comprising two différeervices is
presented. It will serve as an illustrating example in thmamder of the
whole thesis.

The scenario is based on the implementation of the e-mailcgeand the two typical
web hosting service at tHeeibniz Supercomputing Center (LRE)Munich. example
Along with offering high performance computing facilitiésr Bavaria and services
Germany, the LRZ is also the common computing center for thailvh Uni-

versities. It operates thidunich Scientific Network (MWINyvhich links uni-

versities and other research institutions to the globaridt. Moreover, in

this network, which currently comprises more than 60,006hmaters, the

LRZ also provides high-level IT services such as the meetioe-mail and

web hosting services which are introduced in the followiagt®ns.

These two services have been chosen for two reasons: Onéheaod, their
internal structure is complex enough to illustrate differaspects of I/R ana-
lysis. On the other hand, they partially share common swirssr as e.g.,
IP connectivity service, or storage service, which meaasdkgradations in
these common subservices might relate to the mail servieekhas the web
hosting service simultaneously.

In the following, both services will be described by usingrie of the MNM
Service Model (see Sect. 2.2) in Sect. 2.3.1 and Sect. 26s@ectively. Af-
terwards, an example run of I/R analysis for this scenarimti®duced in
Sect. 2.3.4.

2.3.1 E-Mail Service

Here, the first example service, which is used for the reqergs analysis as
well as in the whole remainder of the thesis, is describedthis description,
terms of the MNM Service Model are used, because these tesrgeaeric,
and not specific to a particular technology or type of scenao that later
generalization is facilitated. First, the service scemaxishortly described in
general. Second, functionalities and some of their passibgradations are
given. Third, resources used for realization, some of thessible degrada-
tions, as well as the entailed degradations of functicealére presented. In
the following, all general dependencies of functionaditm resources are ex-
plained as a general overview. Finally, QoS parameters, &instraints, and
SLA penalties for the service are also specified to allow férsh mapping
from degradations of functionalities to business impact.

The LRZ operates and provides tkemail service(mail servicein short). introduction of
Customers of this service are the Munich universities, m&inly theTUM e-mail service
(Technical University of Munichgnd theLMU (Ludwig-Maximilians Univer- scenario
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sity), but additionally also various, smaller research ingotg in Munich
are customers. The users can be differentiated into stsidénihe universi-
ties and university/research institution staff. Furtherey the LRZ or more
specifically its departments are customers of the sernace, It fact, the ser-
vice is run by the LRZ user service department and the othgartl@ents of
the LRZ access the service as additional users and customers

In order to use the scenario of the service for illustratixareples of I/R ana-
lysis, it is described in more detail, especially concegnpossible resource
degradations and their impact on the service, on its cus®groe its users, as
well as on the corresponding SLAs (e.g., in form of SLA vialas).

In the first place, impact of resource degradations on sesvitere means
degradations of functionalities of services which depemdhe degraded re-
sources, for all or a subset of the customers and correspguders of these
services.

In general, it can be said that every degradation of a resaused for pro-
visioning or management of the e-mail service might havengpeact on all
or some of the functionalities of the service. However,at#ht resources
can have different types of impact regarding aspects asuthees of affected
functionalities, actually affected users and customés,subset of affected
QoS parameters: E.g., a resource degradation might affdanationalities
of a service, or it might only affect some functionality (ea@nly mail send-
ing, not accessing of mail boxes). Furthermore, a resowrgeadation might
affect the availability of a service functionality for afie¢ corresponding users
and customers of this functionality, or it might only affelse availability of
a service functionality for a subset of its users (e.g. neailaccess unavail-
able only for students, not for staff of a university, be@atie respective mail
boxes might be hosted on different mail incoming serversighirstay on dif-
ferent parts of an underlying filesystem structure). Finaifferent resource
degradation might affect different QoS parameters of aisefunctionality,
e.g., high utilization of a network link might increase thmail sending delay,
while a complete outage of the network link might cause timeaé-sending
functionality to be completely unavailable.

Thus, regarding a service, it seems necessary to diffateriietween different
types of resources and their possible degradations depgendithe different
types of degradations of the service they entail, includisygects as the actual
affected functionalities, actual affected QoS parameterd subset of actual
affected users and customers.

In the following, functionalities of the e-mail service atescribed in order
to give a general overview and a basic understanding of tksilple degra-
dations of the service and its functionalities. The funwdilities have been
identified by a detailed analysis of the service scenariahisway, the re-
sult of this analysis represents only one particular exarfgrl a subdivision
of the particular mail service into functionalities, neaiess one which is
suitable for using it with respect to degradations and iregalrto I/R analy-
sis. Moreover, it is explicitly mentioned that for this e-rservice scenario
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issues which are totally specific to mail clients and go beythe scope of
the service as provided by the provider LRZ, such as sechyitglient-side

encryption, were not included in the analysis. Table 2.&g@an overview of
all functionalities, which are explained in the followingfterwards, the re-
sources used to realize the functionalities of the sertit® possible degra-
dations, as well as the degradations of functionalitiey #m&ail are intro-

duced.

Usage gcmail/use)

| sending mail {1 /use/send)
sending mail within inner domairy.ii fuse/send /intra)
sending mail to outer domairf,{aii /use/send/extra)
eceiVing mail (fmail/use/recv)
receiving mail from inner domairnf{,.i /use /recv /intra)
receiving mail from outer domairy (it fuse/recv /extra)
aCCGSSing mail boxf&ail/use/mbox_access)
customizing mail accountf{,,i /use/customize)
web mail accessflui use/webmail)

management (ol /mgmt)

inquiry and order management i /mgmt /ing_order)
configuration management.(.ii/mgmt/con)

problem and incident managemefit,{i/mgmt/prob.inci)
quality and security managemert, (i /mgmt /qual_sec)
accounting management..i/memt/acc)

change management, (i /mgmt/change)

=

Table 2.1: Overview of the functionalities of the e-mail service

As for any service, functionality of the e-mail service cangrally be di-
vided into the general classasage functionalitandmanagement functiona-
lity (compare also Fig. 2.2 and Fig. 2.3). Here, the usage furality can
be further refined into the following functionalities: sémgl mail, accessing
mail box, customizing mail account and mail box, and web medess.

In order to be able to easily reference each specific funaliggnin the fol-
lowing, for each functionality an unique identifier (grwith a unique index)
will be defined, often specified in parentheses after therfissttioning of the
full name of the functionality. Using this notation, ovenasage functionality
of the mail service is denoted by, .ii /use, Whereasnanagement functionality
is denoted bYfail/mgmt -

Sending mail(f il /use/send) COMprises sending e-mails via SMTP (Simple
Mail Transfer Protocol) with or without authentication. &lsending with
authentication is necessary only if a sending user is aitgese service from
outside the IP network of MWN in order to authenticate andharize him.
Sending mail with authentication is depending on an auibatibn service,
while sending without authentication is not.

Depending on the destination mail domai,aii/use/sena CaN be further re-
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fined into sending mail within the MWN mail domairy, (. /use/send /intra)s
i.e., sending mail to another mail account handled by thé seavice, or to
the global Internet f,,aii/use/send/extra), 1-€., S€Nding mail to a mail account
handled by a foreign mail server. It is useful to differetgibetween both
cases, because,,aii juse/send/intra ONly relies on network resources connect-
ing provider-internal resources, Whil,.ii/use/send/extra @dditionally has to
use the up-link gateway to the global Internet. That is whgrddations of
the gateway to the global Internet are not affectfijgi /use/send/intra, While
Jmail fuse/send /extra Might be affected by such degradations.

Forreceiving maiffunctionality (fuaii /use/recv) @ Similar refinement is possible
as for fiail/use/send, fOr the same reason: Mails received for a user of the
mail service can be originated from another mail accountehby the mail
SEIVICE (fmail /use/recv/intra), OF from @ mail account handled by a foreign mail

server g?mail/uso/rocv/oxtra) .

Accessing mail boxunctionality (fiail/use/mbox_access) INClUES interactions
such as checking for new mail, listing mail box content, asggg full or

partial mail box content, via protocols such as POP (Post©firotocol) or
IMAP (Internet Message Access Protocol).

Functionality forcustomizing mail account and mail b@Xuaii /use/customize)
comprises all interactions of a user for setting parametenserning aspects
of his mail account or specifically his mail box. Examples otls user-
controllable configuration parameters are mail sendingripyi mail account
passwords, spam auto detection/handling parametersiagaiuto reply set-
tings, the mail forwarding configuration. As appropriatéstfunctionality
could even be further refined.

In addition to accessing the before explained functio®slif,,,.ii/use/send;
fimail fuse/recvs  Jmail fuse/mbox_access dir€Ctly (via SMTP and POP/IMAP), the
LRZ allows to access them indirectly via a web mail interfaglich is re-
garded as a further functionality .1 /use /webmait)-

As a first step, management functionality of the mail sere@ae be divided
into different areas of management. Different subdivisiare possible, e.g.,
in general the FCAPS (fault, configuration, accountingfqremance, secu-
rity) classification, or being more service-oriented thetipalar classifica-
tion developed for the CSM approach (Customer Service Mamagt) which
in a customer-oriented manner identified all classes of g@mant interac-
tions between customer and provider (compare Table 3.1¢h S8.1): in-
quiry and order management, (i /mgmt /inq_order), CONfiguration management
(fmail/mgmt/conf)u prObIem and incident managemerﬁm;(il/mgmt/prob_inci)u
quality and security managemenf,(ii/mgmt/qualsec), @CCOUNting manage-
MENt (finail/mgmt/acc), @Nd change management,(ii/mgmt/change)- 1IN turn,
the management functionality of a specific management aede further
refined, according to the specific scenario.

The different functionalities described so far can be degdain different
ways. First of all, a functionality can become completelawailable for all
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its users and customers. Furthermore, depending on a giveridnality,
there also can be partial degradations of that functionalé., degradations
which do not entail complete unavailability of the functity, but affect the
functionality partially in a manner specific to that functadity: For example,
sending mail functionality,;,.i /use/sena €N be degraded by a large mail send-
ing delay, i.e., the delay occurring during the delivery wieamail dispatched
by a user to a destination mail domain. Another degradationail sending
functionality might be a very long duration for mail displaiteg, i.e., the du-
ration for a user to dispatch an e-mail to the mail server. édwer, another
partial degradation of mail sending functionality coulkeglace, if some but
not all of the e-mails dispatched by users are silently Insteiad of being
delivered to the designated receiver.

Similar to the sending functionality, the mail receivingnétionality
Jimail/use/recv CAN bE degraded by a high mail receiving delay, i.e., sending
mails to a user of the mail service takes a relatively longetbefore the user
can access the received e-mail in his mailbox (via the mail daxessing
functionality). The mail box accessing functionalifyaii /use/mbox_access COUI
suffer from a low available bandwidth for the mail box accessulting in
mail box access transactions taking a relatively long time.

Also the various management functionalities of the e-mailvise can degradations of
be degraded in different ways: For instance, configuratianagement management
(fmail /mgmt/cont), USed e.g., for the update (adding, deleting, or changirigictionalities
of mail users, can become either completely unavailabldsoupdate re-

guest delay can increase to a high value making it at leatudiffor the

customer to update user configuration. Beyond this, the saailice itself

is often used as a subservice for the management of othecegne.g.,

for the order and configuration management of the web hosengce pre-

sented in the next section. There, the mail service, edpedsfunctionality

Jmail /use/send /intra» IS US€d as one alternative for issuing change request.econs

quently, if finai use/send/intra 1S SOMeEhow degraded, at least this specific inter-

face for ordering new services (new web sites to host) orasiiug changes

(to existing web sites) is degraded, too.

There are possibly further types of degradations for thetfanalities of the
mail service, but so far the ones mentioned above alreadyaggeneral idea
of how different functionalities can each be degraded ifoverspecific ways.

The task of I/R analysis is to determine which degradatidrigrectionalities
are in which specific manner caused by the given degradabioresources.
Therefore, in the following, the resources used for thezatibn and the ma-
nagement of the mail service are introduced. Next, the ptesdegradations
of these resources as well as the consequences for furitesare consid-
ered.

Similarly, as for the functionalities described above, éach introduced re- introduction of
source a unique identifier (anwith a unique index) is given in parenthesessources of the
to allow for easy differentiation in the following. Fig. 2bhsically gives an mail service
overview of these resource dependencies of the mail seofitee LRZ, at
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least as for its usage functionalify,.iiuse. There fiaii use is illustrated by an
ellipsis, and the resources its depends on are illustratespécific resource
icons. Dependencies are illustrated by dashed lines fremmebource icons
to the ellipsis illustratingf., i /use-

( f_mail/luse >
A

T7IAN N A A N 1
4 1\ 1 ; !
’ // 1\ ! 1 [recei;/er/user ! [receiver/user !
d 1 1 R .
; in LMU, and in stud]
) l’ “ [receiver : in TUM] ! | ]I
ﬁ r is mz%ilinglist] | ! [receivel/user :
_ E I E | I | in LMU, jand no stud]
r_greylist _ r_viruscheck L r_confsv
r_blacklist E =
r_spamcheck m

r_majordomo r_mailin r_mailin_tum r_mailin_Imu r_mailin_studimu

Legend: 5 @ ------ > dependency from <end> to <top>
|

service e -> dependency from <end> to <top>
functionality resource [<constraint>] \yith additional constraint

Figure 2.4: Dependencies from resources to the usage functionalityeoét
mail service

For realization of the usage functionality of the e-mailss, which is essen-
tially based on the protocols SMTP and POP/IMAP, the follogwesources
are used: Different mail incoming servers for differentruge®ups (.aiin,
Tmailin_tums Tmailin lmu, Tmailinstudima) @le used, which actually receive mails
sent to users and which allow users to access the mails freimntiail boxes.
Actually, r..iin 1S involved in the receiving of any mail, i.e., for any user,
because each mail sent to some user of the service is firsvedday this
mail incoming server. l.e., the mail receiving functiomafor any user is de-
pendent on this resource. But in case of users from TUM or LHthails
received are relayed to the respective mail incoming S8yVeT., 7 yailin_tum
for all users of TUM 7 aitin studimu fOr Student users of LMU, and,aiin 1mu
for non-student users of LMU. Therefore, for the users of Tdil LMU,
the respective specific incoming servers are necessarjrdanail receiving
functionality, too. For users not pertaining to TUM and LMlé,, LRZ users
or staff of other research institutions, the mails receled,,.;;;, are not sent
further and are accessible by the userswig,, directly. That is why for
such users, the mailbox access functionality is also depgrah ... IN
contrast, for users of TUM and LMU, their mail boxes can behea via the
respective specific incoming mail server, to whigh,;, relays their mails.
So, the mailbox access functionality for users of TUM degem@,,, ;i tum,
for non-student users of LMU 0fi1in 1mu, @nd for student users of LMU on

T'mailin_studlmu -

Two mail relay serversri,aiivelay1 @Ndrmaiielay2), Which are load-balanced by
using specific DNS records (Round-Robin DNS), are used fak seading
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purposes. Being combined by the load-balancing, they aferamly accessi-
ble as a single virtual resource,(;iout)-

Additionally, various servers are used for checking of magg mails: a spam
checking server{,ameneck), a Virus checking server(uscheck), & blacklist fil-
tering serveryacaist), and a server for performing mail graylisting, it
In order to store and to allow for customization of configimatdata concern-
ing user accounts and mail boxes, a dedicated configuratioversis used

(Tconf _sv) .

Furthermore, a majordomo servet,{;..diomo) IS Used for realizing mailing
lists, i.e., handling the distribution of mail sent to magilist addresses. So,
the mail sending functionality and the mail receiving fuactlity are both
depending oMy,.jordomo, Whenever the receiver address in an e-mail to be
sent or received respectively is a mailing list address.

Moreover, the realization of management functionalitiedudes, in addi-
tion to the before described resources, the following: all® ticket sys-
tem () for incident and problem management purposes, an accmunti
databaser{.couting ab) fOr accounting management purposes, and a phone
System {phone_system) IN Order to support the realization of most of the mana-
gement functionalities.

The introduced resources can be degraded in various wagsimgivarious degradations of

degradations of functionalities. Some examples are dssclis the follow- resources and
ing. their entailed

.. . . degradations of
E.g., the main incoming mail servef..;;, may suffer a complete outage forfunctionalities

some period of time. In this case, the mail receiving fun@ldy for all ¢, he mail
users is unavailable, as all incoming mails have to passsénger. Fur- garyvice
thermore, the mailbox accessing functionality for userugsy which have

no extra dedicated mail incoming server, i.e., users noh ff& M or LMU,

is also unavailable, since such users access their masghirectly via this

server. Moreover;,...;, may not be completely unavailable, but may only be
degraded in some manner, e.g., by having a high CPU load ds loyail re-

ceiving queues being overloaded with too many mails wattinige handled.

In the first case, the high CPU load may affect both functidiealwhich de-

pend O mailin, i.e., fmail/use/rcv for all USers, as well aﬁnail/use/mailbox_access

for users not of LMU or TUM. Nevertheless, this would not caitise com-

plete unavailability of these functionalities, but it wdysrobably result in a

high delay and low throughput for the transactions of thesetionalities.

For example, transfer of e-mails received frofm;;, to a mail client of a user

of a research institution could be very slow. In the secorsk caverloaded

mail receiving queues of,,.;i,, the mail receiving functionality for all users

will suffer from a high mail receiving delay.

As the handling of mails to mailing lists is realized by a nrdjmumo server
Imajordomos @ degradation of this server can affect the sending or tevieg
of mail to such mailing lists. A complete outage of this semveuld at least
delay the sending and the receiving of e-mails to and fromiéingaist, until
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the server is back to life. The server being unavailable flonger period of
time, e-mails sent to mailing lists might be lost completély,, .., finally
gives up retrying to relay such e-mails to the unreachablenti@mo server.
Similar as for one of the normal mail incoming server, a hightload at
least might cause bad performance in terms of delay andghpuut for the
handling of mail to mailing list.

A degradation of one of the mail relay servefS;ieiayr aNdrpaiielay2, Can
have an impact on the mail sending functionality (for allrs¥ebecause any
mail sent from a user passes one of these servers. If bothoanpletely
unavailable, the whole mail sending functionality is unkalde. However,
even if only one of them is unavailable, and the other one i&ing correctly,
a user willing to dispatch an e-mail might only try to use theawailable
one of these servers. The reason for this is the use of RoobhiDNS
method for load-balancing of the two mail relay servers,ambination with
the simple handling of DNS responses by some mail clientiodigh, each
response to a DNS request concerning a respective mail ddmadled by
the mail service contains the IP addresses of both relayserthe order of
them varies in a round-robin manner. Hence, one tiMg;..y1 IS Stated
to have the highest priority, and another timgi....y2 is Stated to have the
highest priority. Unfortunately, some mail clients only to use the first of
these IP addresses and give up in case of failure, insteadrtbief trying
the second one. It depends on the mail client of a user nottonigy the
mail server with the highest priority. But unfortunatelypst mail clients
behave this way. So, one of the two servers being not aveilzdn cause an
apparently random-like partial failing of the sending nfaihctionality (for
all users depending on the used mail client program).

Furthermore, if only one of the servers is available, thie bias to handle
all mails to be sent, which might result quickly in additibpeerformance
degradation of this mail relay server left working. Moreguéone or both
of the mail relay servers are suffering a performance degi@al e.g., a high
CPU load or an over-full mail sending queue, the mail senélimgtionality
can at least be degraded in terms of throughput or delay mgadidions.

The resources discussed so far are used directly for thieatah of the mail
service. But, in addition to these resources, the reatinaif the mail service
is based on various subservices, for which in turn resoweeased to realize
them. Degradations of a resource of such a subserviceirgsinta degrada-
tion of some functionality of that subservice might als@affthe mail service.
In order to complement the introductions of resources usedefilization of
the mail service, these subservices together with theictfonalities (as far
as relevant for the mail service) as well as their dependenaesources are
shortly introduced. To allow for an easy reference, eacbluad (sub)service
is assigned a unique identifier (anvith a unique index).

To give an overview, Fig. 2.5 illustrates the dependencfeslsubservices
for the mail service. Actually, Fig. 2.5 is an instantiationthe MNM Ser-
vice Model’s basic view (Fig. 2.1), with the extensions tkatvices are vi-
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sualized as ellipses (as special UML class stereotypeianjatind that the
customer/user roles are left out. The e-mail service (a&hqt.;) is depend-

<<usesExternalSubservice>> <<usesSubservice>>

______________________________________
<<service>>
E-Mail

<<usesSubservice>>

<<usesSubservice>>

. 1 . 1
<<usesSubService>> < proyides i<usesSubservice>>

<<service>> <<service>>
Authentication Storage
A provides providesh
<<service>> <<service>>
P DNS
<« uses providesh

1
<<service>> \

Web Hosting

Figure 2.5: Dependencies of the e-mail service on subservices, @#testr
as instantiation of the MNM Service model’'s basic view (see
Fig. 2.1)

<<entity>>|

LRZ

<<entity>>
ExternalProvider

< provides |

<<service>>
external E-Mail

ing on the following provider-internal subservices: Getllgr most of the
components as well as the communication with other sub=sesvs based on

an IP connectivity services{,). Additionally, as SMTP is relying on DNS,

a DNS service {;,5) is one of the subservices. Especially, as already stated
above, the load-balancing of the two mail relay servgrs ciay1 aNdryaiirelay?

is realized by Round-Robin DNS method, i.e., by two difféneossible or-
ders of IP addresses in the responses to DNS requests cimgctdra name
resolution of mail domains.

For authentication purposes an authentication seryige ] based on LDAP
(Lightweight Directory Access Protocol) is used. Mail fetd of users are
stored using a storage servicg{..) based on AFS (Andrew Filesystem).
In fact, the mail folders stored by, are accessed by the respective malil
incoming servers of the respective users groupsi(, um for users of TUM,
Tmailin_studimu 10T Students of LMU yaiin 1mu fOr Non-student users of LMU,
andr,...in for other users; compare above).

For sending and receiving of mail to or from external mail @éoms, the malil
service provided by such an external domain.(..;;) can be seen as a exter-
nal subservice (the term subservice as in the MNM serviceeinaldo cov-
ering peering-like service relationships). As the generaiail functionality
cannot only be accessed directly by using the protocols SNTHP/IMAP,
but also by a web mail interface being part of the web hostargise, the
other example service (compare Sect. 2.3.2), the web lyostirvice §,..p) IS
subservice of the e-mail service in this respect, too.
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The functionality of the used subservices can be regardedsasgle func-
tionality or can be further refined, depending upon what grapriate. So,
there are the following usage functionalities of subs@Si¢f 1 /us. Of Ser-
vice Sauth fstore/use of Sstores fextmail/use of Sextmaily fip/use of Sip» and SpeCiﬁ-
Ca”y fweb/use/apage_special/webmail of Sweb (Compare Sect. 232)

IP usage functionalityf;, /... (of services;,) can be divided intofi, /use/con
(normal ip connectivity between two end systems) afjflusc/ioad batance
(load-balancing by using an additional device such as aiapparpose
switch). The IP service, as being also an important subsefer other sub-
services 0f,,.;, as well as for the web hosting service, will be treated inenor
detail in Sect. 2.3.3.

Each of the subservices can be degraded in different wayhwdao propa-
gate to a degradation of the dependent mail service: Fariost an increase
of the DNS request delay (of functionalify,s,.s.) Will also increase the de-
lay of mail sending fiaii/use/sena)- Moreover, as for sending a single e-mail
multiple DNS requests have to be issued, one for each maibdomvolved,
i.e., normally at least two - domain of sender as well as doroéia single
receiver - an increase of the DNS request delay will resuld imultiplied
(e.g., doubled) increase of the mail sending delay. Sitgjlan increased IP
path delay will (possibly multiplied) add to mail sendingmail receiving
delay, depending on the actual IP path affected (see S&cB)2.Also ma-
nagement functionalities of the mail service can be indiyedegraded via
degraded (management) functionalities of subservicgs.an unavailability
of the configuration management of the DNS servifg(memt/cont aS re-
finement of f4,,s/mgmt) l€2ds to an partial unavailability of the configuration
management of the mail service, as no configuration updatedfdomains
is possible any more.

As shown by the examples above, degradation of a specificmesean af-
fect certain functionalities which depend on the degra@source. Further-
more, the degradation of the resource can take place inexetiff manner and
correspondingly can cause different types of degradatidrise depending
functionalities. That is, in general the mapping from dégchquality of re-
sources (QoR) to degraded quality of (service) functidiesl{QoS) has to be
performed. But, as a first step, the knowledge that a funaliyrdepends on
a resource, not necessarily including the mappings of Bpégpes of degra-
dations of the resource to specific types of degradationseofunctionality,
gives nevertheless an overview and a first possibility tesifg the degrada-
tions of resources and their entailed degradations of apgrfunctionality,
simply by stating that a degraded resource might degradeggipendent func-
tionalities in some way.

That is why in order to complement the introduction of thiaemle scenario,
all dependencies of functionalities on resources for thiéseavice as well as
its sub services (as far as relevant) are shortly introdutleése dependencies
of functionalities can in fact be regarded as a refinemertie®ftiependencies
of the mail service on its subservices (cf. Fig. 2.5). Hereingtionality may

30



2.3. Service Example Scenario at the Leibniz SupercongpQemter

depend directly on a resource or indirectly via another fionality, i.e., the
functionality of a subservice).

In general, all usage functionalitieg,(.i/.s.) are depending on the IP condependencies
nectivity functionality of the IP servicef{, jus/con), beCause all used resourcef functionalities
protocols, as SMTP, POP or IMAP, are IP based and all involesdurces on resources
are inter-connected by the IP network provided by the IPiservAddition-

ally, all usage functionalities are also depending on theS¥rvice’s usage
functionality (fins/use), Since all used resource protocols also utilize to a large

extent the DNS protocol for resolving hostnames of involvesources to

IP addresses. So both for these two dependencies, the degehgect (tar-

get of the dependency) comprises the full usage functitynafithe e-mail

service, whereas the object on which something dependscésof the de-

pendency) is a single or the complete usage functionalitynef subservice.

But there are more refined functionality dependencies, fDoe authenti-

cation service’s usage functionalify.,/us iS NOt always necessary for all

usage functionalities of the e-mail service. In fact, aotloation is necessary

for sending mail in an authenticated waff, (i /use/send (QUthenticatiorryes)

- necessary for sending mails from outside of MWN), accesgiail boxes
(fmail/use/mbox_access)! for CUStomization.fmail/use/customize) or for web mail ac-

CESS (mail/use/webmail)- AUthentication is not necessary for sending mail in an
unauthenticated way, or for mere receiving of e-mails. $ottiese depen-

dencies, the target is more specific, in that it is only a $megsage functio-

nality (€.9., fmail /use/mbox_access) WhiCh can even be more restricted further by

a condition (€.9. fmail/use/sena (AUthenticatiorryes)).

Furthermore, receiving e-mail$,(.ii/use/recv) @S Well as the mail box access
(fmail /use/mbox_access) @re both depending on the access to the storage where
the mail boxes are stored, i.e., on the storage servicegeukmctionality
(fstore/use)- And in addition to that is sending or receiving mail to oorfr
external domains of course using the usage functionalignoéxternal mail

service gcextmail/use)-

But not only as for the before mentioned dependencies, thecsmf a de-
pendency has to be a functionality, it may also be one or mbteeore-
sources used for the service’s provisioning: Therefore,sinding of mail
(finail/use/send) 1S @lways depending on the virtual mail-out Server.(ou)
which itself is specifically depending on DNS usage funaitg ( fans/use)
and on the Round-Robin DNS load-balanced mail relay se(vgs:ci.y1 and

Tmailrclay2) .

As DNS based load-balancing of the mail relay server is ad&al fior receiv-
ing mails, also mail receiving functionalityf,(.ii/use/recv) has a dependency
with the very same dependency targefs.{/use, "mailrelayls Tmailrelay2)- 1 NIS
type of dependency has a dependency target including reudtipects.

Receiving mail in generalf(,.i/use/recv) 1S further depending on the addi-
tional resourcesgroylista T'spamcheck » T'viruschecks Tblacklist s andrmailin- In addition
to that, depending on the custonygfi /use/recv @S Well @Sf1ai1/use /mbox_access
are depending 0R,,.iin 1, fOr LRZ users, o aiintum for TUM users, on
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fdns/use - fmail/uso
fip/uso/con - fmail/uso

Tmailout — fmail/use/send

fauth/use - fmail/use/send(aUthenticatiorF ye$

f dns/uses Tmailrelay1; "'mailrelay2 — T'mailout

fdns/usea T'mailrelayls T'mailrelay2 — fmail/use/rcov

Tgreylist — fmail/use/recv

T'spamcheck — f mail/use/recv

T'viruscheck — fmail/uso/rocv

Tblacklist — f mail/use/recv

f store/use ~ f mail/use/recv

Tmailin — fmail/use/recv

Tmailin_lrz — fmail/use/recv(reCEiverE LRZ)
Tmailin_tum — fn’lail/use/recv(receiver6 TUM)
Tmailinlmu — fmail/uso/rocv(receiver6 LMU’ € Stuq)
Fnailin_studimu — fmail /use/recv (FECEIVEre LMU U stud)

Tmajordomo — fmail/use/recv(reCEiveriS malllngIISt)

fextmail/uso - fmail/uso/rocv/oxtra

fextmail/uso - fmail/uso/sond/oxtra

fstore/use - fmail/use/mbox_access

fauth/use - fmail/use/mbox-access

Tmailin — fmail/use/mbox_access (User S LRZ)

Tmailin_tum — fmail/uso/mbox_accoss (User € TUM )

TmailinImu — fmail/uso/mbox_accoss (User € LMU, ¢ StUCD
Tmailin_studlmu — fmail/uso/mbox_accoss (Usere LMU U StUCD

fauth/use - fmail/use/customize
Tconfsv = f mail/use/customize

f mail /use/mbox_access ~ f mail/use/customize

fauth/use - fmail/use/webmail
fweb/use/apage_special/webmail - fmail/use/webmail
fmail/use/send - fmail/use/webmail

fmail/use/rcov - fmail/use/wobmail

fmail/use/mbox_acccss - fmail/uso/wcbmail

Table 2.2: Dependencies for the usage functionalities of the e-malicein
s — t short notation
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Tmailin 1mu TOr LMU staff, and onraiin stuaima fOr LMU students. So here, the
target of the dependencyi(uii /use/recv) IS restricted by a condition concerning
the customer, €.9fmail/use/recv (f€CEIVEre LRZ). Additionally, if the receiver
is a mailing list, the majordomo server,{,;..domo) has to be used, too.

The web mail functionality faii /use/webmail) 1S ON the one hand depending
on a web mail page access, which is actually provided by the hesting
service (see Sect. 2.3.2), and on the other hand it is depgdi all other
functionalities of the mail service to which it allows acs¢s. And as already
stated above, web mail access always requires autheaticati

In Table 2.2 a summary of the dependencies of usage funétieaas given
using the short notation— ¢, which means that(target of the dependency)
is depending on (source of the dependency), wherandt are functionalities
or resources potentially further restricted by a condition

Not only usage functionalities of the mail service have delemcies, but also dependencies
this holds for the management functionalities: In fact, somanagement of management
functionalities (e.g., ordering configuration changes)itself depending on functionalities
sending and receiving mails, but in case of emergency canb&sione by for the mail
phone. A trouble ticket system is used for problem and inttideanagement. S€rvice

For most management purposes the configuration serygr () has to be

accessed and valid authentication is always necessafyd@ustomer.

But there are further dependencies, e.g., change managefriea mail ser-
vice depends on change of the DNS service, as mail custoraarsrcler
new mail domains, which have to be installed and configurethénDNS.
Table 2.3 gives a summary of these dependencies for manatj&metion-
alities in short notation — t.

fmail/uso/sond7 fmail/uso/rocva T'phone_system ~ fmail/mgmt

Ttts — fmail/mgmt/prob_inci

Tconf_sv = fmail/mgmt

fauth - fmail/mgmt

fdns/mgmt/changc - fmail/mgmt/chango

Table 2.3: Dependencies for the management functionalities of theaié-m
service ins — t short notation

In the following, also important dependencies of the subses from their introduction of
resources as well as inter-dependencies between thesgaesdwhere it is dependencies
appropriate) will be shortly explained: Similarly as theihs&rvice’s usage on subservices
functionality itself is completely IP based, also the usagectionalities of and their

the authentication service, of the storage service, the B&tSice, and of resources for
the web hosting service are IP based and therefore highlgrdiipg on the the mail service
IP service’s normal connectivity functionality. Furthesre, the functionality

of the authentication service is realized by two LDAP sesV@f.p.«1 and

Tdapsv2), the functionality of the storage service is based on a AleSyfstem

cluster (consisting of 3 servers;s .1, rats.sv2, Mafs.sv3), and the DNS service
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actually utilizes 2 DNS servers{.s «v1, "ans.sv2)- FOr the web mail page ac-
cess functionality fyeb /use/webmait), Provided by using a dedicated web mail
server {yehmailsv) @s part of the web hosting service, refer to Sect. 2.3.2.

Table 2.4 summarizes in short notation the mentioned degrenels of sub-
services of the e-mail service, which are particularly ¢érast regarding the
e-mail service. The dependencies of all above introducgolurees on func-
tionalities and resources of the IP service are coveredtaildie Sect. 2.3.3.

fip/uso/con - fauth
Tldap_svl; Tdapsv2 — fauth

fip/use/con - fstoro
Tafs_svl, Tafs_sv2, Tafssv3 — fstore

fip/uso/con - fdns
Tdns_svly T'dnssv2 = fdns

fip/use/con - fweb
fdns/use - fweb

Twebmail sv — f web/use/webmail

Table 2.4: Dependencies for subservices of the e-mail servige-i ¢t short
notation

In general, there might be also dependencies between cesoer.g., a server
is depending on his CPU and his storage devices. For thenesointroduced

above which are used for the mail service, such details dreomsidered here
for simplicity. However, the detailed inter-dependen@esong the network

resources of the IP service are described in Sect. 2.3.3.

In Fig. 2.6 on page 36 the dependencies on resources as walbasrvice
functionalities for the usage functionalities of e-maihsee are visualized
in a graphical notation. This illustration gives an ovewief all dependen-
cies which have been discussed above. Actually, this owphiral notation
for dependencies is introduced and used, as existing dependotations
usually lack an important feature, namely the possibilityekpress the in-
heritance hierarchy between functionalities, i.e., tHati@nship of a more
general functionality and more refined subfunctionalities

The following notation conventions are utilized:
¢ functionalities of the service,,.;; are depicted as non-shaded, concentric
ellipses, starting with a big ellipsis fof;.i1/use, With the inclusion of

smaller ellipses (€.9 fmail /use/recv) Within a bigger one (€.9.fmail/use)
denoting the inheritance relationship of the visualizetttionalities.

e functionalities of subservices are depicted also as elipshaving a
shaded background, and being positioned around the ellgdg®, i1 /usc-
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e resources of the mail service functionalities or resoucfesibservices
are visualized by specific resource icons.

e dependencies between resources and functionalities ¢o$ehvice or
subservices) as shown as dashed lines.

This illustration of functionalities as ellipses is ingadrby and borrowed from
the UML notation of use cases, as in the MNM service model tianal-
ities or at least their corresponding realizing processesalso considered
as use cases. Similar, the notion of dependencies is batrtner UML.
Only inheritance of functionalities, i.e., inheritanceusfe cases, is - to give
an simple overview - visualized by ellipses containmentantcast to UML
inheritance notation. Alternatively, the inheritanceat&nship could be rep-
resented by normal UML inheritance notation.

Actually, Fig. 2.6 is a refinement of Fig. 2.4 on p. 26: It digfuishes differ-
ent usage functionalities as refinemenfgf; /..., and also takes into account
dependencies on subservices. With respect to the latteofathese two re-
finements, Fig. 2.6 can also be regarded as a refinement a2.bign p. 29,
because it also illustrates in a more detailed manner themdgmcies on sub-
services for the mail service. Though, for readability,. g as a refinement
of Fig. 2.5, only covers usage functionalities of the mail/gse, not manage-
ment functionalities.

So far, only resources, some of their possible degradatersthe mapping consideration of
of these degradations to degradations of functionalif@s€spective groups business impact
of users and customers) of the mail service have been treBigtd/R ana-

lysis has the final goal to decide how critical a given set ebugce degrada-

tions is and what is the best way to recover from it. How caiti@ resource

degradation is, depends on the severity of the degradaticiusctionalities

it entails. Thus, after having identified the degradatiohBinctionalities a

resource degradation entails, the severity of these datyong of functional-

ities has to be evaluated. On the one hand, this severitypisnding on the

extent and order of magnitude of the entailed functionalggradations, but

on the other hand it largely depends on the actual importahitee degraded

functionalities.

Of course, the importance of a specific functionality seemfthe provider’s
point of view might be different from the importance seemira user’s or
customer’s point of view. As I/R analysis is performed by Hegvice pro-
vider, his point of view is used here for the evaluation of ittn@ortance of
functionalities. But often the importance of a functiobhabr some specific
aspect of it (e.g., specific QoS parameter ranges) for a mgstor a user is
expressed by constraints in the SLA between the customethangrovider.
Violating these constraints, can cause high SLA violatiengities for the
provider implying a high impact on his business. So, the i@y in the first
place should have an interest in minimizing degradationfun€tionalities
which cause high violation costs. Therefore, the imporasfa functionality
(and so of a degradation of a functionality in a certain etjtsrevaluated on
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2.3. Service Example Scenario at the Leibniz SupercongpQemter

the basis of the specified SLA constraints and SLA penaltydiefns. As an
extension, later on, other possibilities for the definiteord derivation of im-
portance of certain functionalities and their degradatiomght also be used.
This could include factors such as loss of future revenuatmeof customers
canceling their contract or loss of public reputation inegyah

As SLA constraints and SLA penalty definitions are assumeakttoelevant
for the evaluation of the importance of functionalities dheliir degradations,
the introduction of the e-mail service scenario is completethe following
by discussing the specific SLA constraints and related pedafinitions for
the mail service.

The SLA constraints between the LRZ and its customers argatkfin terms introduction of
of some QoS parameters agreed upon between LRZ and the @ustofhese QoS parame-
QoS parameters will be shortly introduced and afterward$tbA constraints ters of the mail
and penalty definitions based on them are discussed. service

In general, for anyQoS parametethe used)oS measurement metas well
as the actuaQoS measurement methodolagymportant. Moreover, con-
cerning degradation dependencies, for a QoS parameté&)dBeparameter
subject i.e., the set of related functionalities to which it is gssd, has to
be specified: A degradation of a QoS parameter assigned tocéidoality
possibly causes this functionality to be degraded - be tigdhror fully. A
single QoS parameter may be related to a single functigntdits set of func-
tionalities or even to the whole service functionality. Eitpere might be a
general QoS parameter availability covering the wholeisenor a specific
QoS parameter covering only the availability of a specifiectionality. For
a given QoS parameter, its subject is related to its measmemethodology
somehow, as some (but not necessary all) of its assignetidaatities are
actually measured with respect to the QoS parameter in ¢odéetermine
the actual value of the QoS parameter. E.g., the actual merasat of a gen-
eral availability of the whole service functionality migh¢ measured by only
monitoring one or two critical functionalities, though iambe assigned to all
functionalities. Additionally to the list of associatedfttionalities, the sub-
ject might further be specifically restricted to a specifibset of customers.
That is why a QoS parameter here is defined by a name ideritiie QoS
parameter in the context of the given service, as well as @S @etric, its
QoS measurement methodology, and its QoS parameter subject

For the mail service, there are the following QoS parametegsneral
avallablllty (Qmail/avail_gonoral)u avallablllty per funCtiona“ty (ﬁmaﬂ/avail_spcciﬁc),
general reliability §,ai/reliab_gencrar), reliability per specific functionality
(Qmail/reliab_speciﬁc)a intra mail Sending delayzgiail/delay_send_intra)a mail Sending
delay to outer domaing(,ii/delay_send_extra), available bandwidth for mailbox
access (Lnail/bandwidth_mbox)a mailbox access dela)qrﬁail/dclay_mbox)i and re-
quest delay for account customizatigf, {ii/dclay _customize)- EACh of these QoS
parameters has a defined metric and corresponding measurerathodol-
ogy whose specification is of the mail service SLA.

Availability per specific functionality is measured withtasdard test interac-
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tion specific for the respective functionality. The availidépof intra and extra
mail sending functionality as well as mail box access fuoality are aver-
aged to the general availability for the whole service. &wlity per functio-
nality is defined as mean time to repair with respect to ragsfeavailability
per functionality. Whereas reliability for the whole sexiis computed as the
mean over all reliability per functionality values.

Intra sending delay, which is only assigned to intra mail donsending func-
tionality, is measured with standard test mail sending estgi(mail size 100
Kb) to specifically defined test receiver mail sites within MMWn a simi-
lar manner, the mail sending to the outside IP world (assigoesxtra mail
sending functionality) is tested with standard mail segdiequests to some
outside mail domains. All 15 minutes multiple test mail segdequests are
performed and the average delay duration computed out séthe the spe-
cific delay QoS parameter.

Available bandwidth for mailbox access is assured by datengand record-

ing the link utilization (peak value of 1-minute intervalfthe network links
connecting the mail incoming servers with the LRZ netwoddse backbone
router ¢._core, S€€ Fig. 2.9). In fact, this QoS measurement is done by the
IP service as a subservice and the results are relayed to dhesenvice’s
management.

Also, mailbox access delay (assigned to mailbox accesstifunadity) is

tested and measured with a periodically executed and atgonesting tool
accessing test accounts on different mail incoming serfaerthe different
research institutions. Different research institutioasénhdifferent mail in-
coming servers for mail box access, and so mailbox delayngpoted indi-
vidually for each of the incoming servers. In a similar mannastomization
request delay (assigned to account customization furaditghis measured
by different test customization interactions with test@ots, also individu-
ally performed for each incoming server.

QoS parameters for management functionality are not cdveee, but could
also be defined. Table 2.5 provides a summary of all aboveisssd QoS
parameters.

Each of the QOS parameters! e'gl'mail/avail_speciﬁc(fmail/use/mbox-access)|
is measured or calculated in general for all customers, , e.g.

Qmail/avail_spociﬁc(fmail/use/mbox-access(CUStomer: anW)’ as We” as for a
Single CUStomer! e'gCImail/avaﬂ_spcciﬁc(fmail/uso/mbox_accoss(CUStomer: TUM))
where the particular QoS parameter specification may dffferdifferent
customers (e.g., for availability of mail box access, ad maxes of specific
users can become inaccessible because of storage failures)

specification of  In addition to the sole specification of QoS parameters, &mheparameter
SLA conditions  specific value ranges or, in general specHicA constraintsfor defining par-

for the mail ticular service levels, as well &LA penalty costior not meeting these con-
service straints have to be defined depending on the given SLAs agvitedhe cus-
tomers.
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QoS parameters

name: | description: | subject:

Gmail /avail_general avallablllty of the fmail/use
whole usage functionality

Gmail /avail specific (fCty> avallablllty SpeCiﬁC fmail/use/send)
to one of the Jmail fuse /recv
subfunctionalities Jfimail /use /mbox_access
(fCty) f mail/use/customizes

fmail/use/web

(mail /reliab_general re“ablllty of the fmail/use
whole usage functionality

(mail /reliab_specific (fCty> re“ablllty SpeCiﬁC fmail/use/scnd,
to one of the Jmail fuse /recv s
subfunctionalities Jfimail fuse/mbox_access
(fCty) fmail/use/customizes

fmail/use/wob

(mail /delay_send_intra intra-domain e-mail fmail/use/scnd/intra
sending delay

(mail/delay _send_extra, e-mail Sending delay fmail/use/scnd/cxtra
to next outer domain

(mail /bandwidth_mbox available bandwidth fmail/use/mbox_accoss
of mail box access

(mail /delay_mbox delay of mail box access fmail/use/mbox_accoss

(mail /delay _customize delay of mailbox/account fmail/use/customize
customization request

Table 2.5: QoS Parameters of the e-mail service

For the e-mail service scenario some explicit value rangeairements, i.e.,
SLA constraints, and associat8tA penalty definitionare specified between
LRZ and its premium customers, namely the universities TuM AMU.
These constraints and penalty definitions are introduc#tkifollowing. The
particular value (ranges) and their particular form in vitiicey are presented
is only to be meant as one representing example for spegifsirch con-
straints and penalties. Moreover, these definitions will&ed for illustrating
examples in the rest of the thesis:

The QO0S parametefaii/avail general (@Vailability of whole f.i1/us) has to
meet the requirement, i /avail generat > 99% (Per week-basis, regarding only
business hours: Mon-Fri, 8:00 - 18:00). Each occuriifigdeviation below
99% leads to a penalty of 508 for premium customers.

Furthermore g, aii/retiab_general (reliability of whole fi.i1/use) has the require-
ment that no outage of the most important functionaliti€s.i/ use/send
Jimailjuse/recvs  fmail fuse/mbox_access) 1@KES longer than 30 minutes, i.e.,
mail/reliab_general < 30 min. For premium customers, the penalty for outages
not meeting this, is 500& plus 10€ per additional minute above 30 per
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outage.

Finally, the average delay for sending mailg,{/dclay send intra, @nd
(mail /delay_send_extra @S far as its responsibility of the LRZ for sending mails
to outside domains) has to be below 5 minutes. For each lihtarmval in
which a violation of this occurs, a penalty of 3&has to be paid to premium
customers.

Table 2.6 summarizes SLA constraints and SLA penalty defimstfor pre-
mium customers as introduced above.

SLA regulations
QOS/SLA constraint: \ SLA penalty:
general availability for each1% deviation
Gmail /avail general > 99% below99%: 500 €
(per week, only during business hours)
[sla_cnstrmain] [sla_pnltymain]
general reliability: penalty per outage 30 min:
(mail /reliab_general < 30 Mmin 5000 € + 10 € * duration /min
[sla_cnstripaisl [sla_pnltymaio]
mail sending delay intra-domain each hour interval in which
mail/delay send_intra OF €Xtra-domain violation occurs:300 €
(mail/delay_send_extra < 5 min
[sla_cnstrmais] [sla_pnitymans]

Table 2.6: QoS constraints and associated SLA violation penaltieth®e-
mail service

This section introduced the mail service scenario of the L§&£ving as the
first example scenario in the remainder of the thesis. Altfiomalities as
well as some possible types of degradations of them weraiequ. More-
over, resources, some of their degradations, as well astiergl dependence
of functionalities on them were presented. Combining eggven piece of
information given, it is possible to derive specific degtaates on functional-
ities entailed by specific degradations of resources. Kindfined QoS pa-
rameters and SLA conditions were given to allow for furthetedmination of
business impact.

Sect. 2.3.2 introduces the web hosting service in a similanmar. In
Sect. 2.3.4, an example run of I/R analysis covering botioéhiced example
services is given, starting from two resource degradatmsdetermining the
entailed degradations of dependent functionalities fepeetive user groups
as well as the caused business impact by SLA penalties.

2.3.2 Web Hosting Service

In this section, the second example service, which is aled tilgoughout the
thesis, is introduced. This is done in similar terms as irt.Se8.1 for the first
example service, and it will be referred to Sect. 2.3.1 aadaris appropriate.
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First, the scenario will be briefly explained. Second, itsclionalities, its
subservices and used resources as well as the dependeunnetaftialities on
resources and on subservices are given. Last, QoS paramaaterespective
SLA constraints as well as SLA penalties are defined.

In addition to the e-mail service, the LRZ operates and plesa web hosting introduction of
service based on HTTP (Hypertext Transfer Protocol). Bdlgichis service web hosting
provides virtual web servers to its customers. Users antbiress are very service scenario
similar to the ones of the e-mail service. But on the custcsits a user can

also be any person using a web browser to access the web pagésing

restricted to students or research institution staff. &foee, an additional

type of user, “anonymous user”, exists.

usage gcweb/use)

authenticate fyet, /use/auth)

access web pagéw(eb/use/apage)

access static web pagé)véb/use/apage/static)

access dynamic web pagg{, /use/apage/dynamic)

access Cgl web pagévxﬂcb/use/apagc/dynamic/cgi)

access php web pag.éxw(}b/uso/apago/dynamic/php)

| access special web pagk., use/apage_special)

web mail acCesSf(veb/use/apage_special/webmail)

trouble ticket system web access{, /use/apage.special /tts)
mysql web configuration accesf.{p /use/apage_special /mysqlcont)
general configuration web accegsd, /use/apage_special /cont)
management (e /memt)

inquiry and order management{s,/mgmt /inq.order)
configuration management(, /mgmt /conf)

problem and incident managememfitd, /mgmt/prob_inci)
quality and security management,{, /mgmt/qual_scc)
accounting managemenftn/mgmt/acc)

change managemenf{y/mgmt/change)

Table 2.7: Overview of the functionalities of the web hosting service

The usage functionality of the web hosting service can bigléidvinto various introduction of
single functionalities: Mainly, the usage functionalibciudes access to webfunctionalities
pages of virtual web servers for the different researchtutgins. But there,

access to static and dynamic web pages can be differentiated more, dy-

namic pages can be realized with CGI scripts or with the PHigramming

language. As each of these types of web pages has diffenpahdencies on

resources, it is useful to differentiate between them evamormal user, i.e.,

a person accessing the web page with a web browser, will abzeethe dif-

ference in functionality itself. For web pages which ardrieted for specific

user groups, a HTTP authentication functionality is predd Additionally,

to the before-mentioned access to normal web pages of Mixkeia servers,

there are some special web pages accessible, partly for dhagament of
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the web hosting service or even other services. Table 2é5@mn overview
of functionalities of the web hosting service.

The web hosting services(.,) uses the following subservices, which are
partly the same subservices as for the e-mail service: NAcge(s;,), au-
thentication services(:,), DNS service £4,s), AFS storage services{..),
NFS storage services (i siore), @and database servicey(). In Fig. 2.7 the
dependencies on subservices for the web hosting servidkuateated, as in-
stantiation of the MNM Service Model’'s basic view (see Fid. i general,
and also compare Fig. 2.5 of the mail service example).

<<usesSubservice>> <<usesSubservice>>

<<service>>
Web-Hosting

<<usesSubservice>>

<<usesSubservice>>

1

1

. 1 . ] !
<r<usessubServ1ce>> <A proyides <._<usesSubservice>> 1
1 ! !
1

1

1

1

1

<<entity>>|providesh

< provided

LRZ
<<service>>
Authentication
< provides i
) <<service>>
<<service>> NFS Storage
IP
; |
1 . << >>
<<service>> Ds‘:r‘:)'ce
DNS atabase

Figure 2.7: Dependencies on subservices of the web hosting service; as i
stantiation of the MNM Service Model’s basic view (Fig. 2.1)

<<service>>
AFS Storage

providesh

< provides providesh

In Fig. 2.8 on the dependencies on resources as well as sidesemction-
alities for the usage functionalities of web hosting sexace illustrated. The
notation conventions used are the same as in Fig. 2.6 on gafge $he mail
service, which are explained on page 34. Similarly, Fig.ca8 also be re-
garded as a refinement of Fig. 2.7, though being restricteddge function-
alities due to the purpose of readability.

Resources utilized directly by the web hosting service aadespond-
ing dependencies of the functionalities are the followidf} web servers
(Twebsv(x), © € {1...10}), each with a specific server configuration, an emer-
gency Serverifye_cmerg), 2 Caching Servers (epeache(x), ¢ € {1,2}), and a
dedicated web mail server {.;,mailsv)-

Each of the 10 apache web servers can be in one of the folloganggu-
rations:normal (supports normal virtual web servers of most customéns),
(for Irz web pages)special(allows most special web pages, except from web
mail and trouble ticket system web access), iaffor trouble ticket system
web access). Web servers with the same configuration areblmladced be
the an extra load-balancing switch located in the IP service
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General dependencies for the web service:
fip/use/con - fweb/use

fdns/use - fweb/use

fauth/use - fwob/uso/auth

Dependencies for the load-balancing of the 10 web servers:
fip/use/load_balance - fweb/use/apage and forx € {1 <. 10}

Twebsv(x) (configuration= norma) — fyeb use/apage (Customer= TUM)

Twebsv(x) (configuration= norma) — fiep /use /apage (Customer= LMU )

Twebsv(x) (configuration= norma) — feh /use /apage (CUStomer= research institute

More specifically expressing the load-balancing by
the coordinating ip service functionalitfy, /use /10ad_balance-
configuratio custome

n
Twebsv(x) ( =normal ) r= 7fip/use/load_balanco - fwob/uso/apago ( =TUM
1,...,10

configuration custome
T"websv(x) ( - n%rmal ) z= 7fip/use/load_balanco - fwob/uso/apago ( =LMU
1,...,10

; ; customer
configuration =
Twebsv(x) ( — n%rmal ) z= 7fip/use/load_balanco ’ fwob/uso/apago (_I:’_les?l?lirgr)
1 10

.....

Further dependencies for the web service:
fstorc/uso - fwcb/use/apagc/static

Texecenv_php(x) — f web/use/apage/dynamic/php
Texecenv_cgi(x) — fwob/uso/apago/dynamic/cgi
fnfs_store/use - fweb/use/dynamic/cgi

fdb/use - fweb/use/dynamic
Twebsv(x) (configuration= LRZ) — fyeb /use/apage (CUStomMer LRZ)

f ip/use/load_balance f web /use/apage_special /mysqlconf
fip/use/load_balance - fweb/use/apage_special/conf
fip/use/load_balance - fweb/use/apage_special/tts

T'websv(x) (configuration: SpeCia) - fweb/use/apage_special/mysqconf
T'websv(x) (configuration: SpeCia) - fwcb/use/apagc_spocial/conf
Twebsv(x) (Conﬁgurationz ttS) - fwcb/use/apagc_spocial/tts
fwob/uso/auth - fwcb/use/apagc/spccial

T"webmail sv — f web /use/apage_special /webmail

Table 2.8: Dependencies of the web hosting service ir- ¢ notation
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Static web pagesf(en /use/apage/static) are located in an AFS filesystem pro-
vided by the storage service(,..). For allowing to run dynamic web pages,
each web server has the ability to execute either CGI sooipBHP scripts
(funCtionalitiesfwob/uso/apago/dynamic/cgi and fwcb/use/apagc/dynamic/php)' This
requires working installations of appropriate executioni®nments of CGl
and PHP on each web server which are represented as extnaraeso
Texecenv_cgi(x) @NATexecenv_php(x) O # € {1...10}. Moreover, the CGlI script-
ing environments use the NFS storage servige {...), and both of the exe-
cution environments use the database serdgg {or storing their data. The
web mail server is specifically utilized for the web mail agxewhich is ac-
tually used as a subservice for the mail service (compate3étt. 2.3.1).

Additionally a trouble ticket systenr{,) and a phone system f,one_system)
are used for management purposes in a similar manner asefertail ser-
vice.

Usage functionalities of subservices are (compare wittad-service):
fip/use/con ) fip/use/load_balance’ fdns/usea fauth/use ) fstore/usea fnfs_store/use’
fabuse/oracler Jab/use/mysqi-  1he database serviceqf) provides 2 different
types of databases, Oracle Database and Mysql Databassegfed as dif-
ferent functionalities.

Similarly to the mail service, all usage functionalitiestloé web hosting ser- dependencies
vice depend in general on the connectivity functionalitytwf IP service and of functionalities

on the usage functionality of the DNS service. on resources

L . . . and subservices
The HTTP authentication functionality'(cp, /use/autn) N fact uses the authen-for the web

tication usage functionalityf{,n /us.), Which is based on LDAP. This authenhosting service
tication functionality is necessary for restricted cuséorweb pages, as well

as all special pages, such as trouble ticket system accgsqg| database con-

figuration interface, and web mail access.

In Table 2.8 a list of the functionality dependencies for web hosting ser-
vice is given, in the short notation— ¢, which denotes that (target of the
dependency) is depending erfsource of the dependency), wherandt are

functionalities or resources.

Tnfssv = fnfs_store/use

Tmysqlsv — f db/use/mysql
Torcalesvl — fdb/uso/mysql
Torcalesv2 — f db/use/mysqgl

Table 2.9: Dependencies of the subservices for the web service i ¢
notation (in addition to the dependencies given in Tabl¢ 2.4

The functional dependencies for subservices of the wekingpservice are
partly similar as in the case of the mail service (compard& \8Béct. 2.3.1).
In addition to this it can be said that the NFS storage senddeased on
an NFS filesystem server.(..), and the database service realizes its both
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different usage functionalities with a mysql servey,(qs.) and two Ora-
cle database servers,(,esvi aNdroaciesv2). These additional dependencies
for subservice are illustrated in Table 2.9. The specifioueses and inter-
dependencies of the IP service concerning the web hostivicsecan be
found in the following Sect. 2.3.3.

QoS parameters

name: | description: | subject:
Gweb /avail_general avallablllty of the fwob/uso
whole usage functionality
Gweb /avail _specific (fCty) avallablllty SpeCiﬁC fwob/uso/apago/static )
to one of the fwob/uso/apago/dynamic/cgiu
subfunctionalities (fcty) | fweb/use/apage/dynamic/php
Gweb /reliab_general re“ablllty of the fweb/use
whole usage functionality
Gweb/reliabspecific (fcty) | reliability specific Fureh fuse/apage/static
to one of the fweb/use/apage/dynamic/cgia
subfunctionalities (fcty) | fweb/use/apage/dynamic/php
Qweb/apage_delay average web page fweb/use/apage/static

access delay
(for static web pages)

Gweb/access_bandwidth bandwidth for fwob/uso/apago
web page access

Gweb/mgmt_bandwidth bandwidth for fwob/mgmt/changc
web page
management

{web /resolution_time average help desk fwob/mgtm/prob_inci

problem resolution
time (per week)

Table 2.10: QoS parameters of the web hosting service

Similarly to the e-mail service, for the web hosting sern@®S parameters to-
gether with corresponding SLA constraints and SLA peratie defined for
the web hosting service. The following QoS parametersgogiimmarized in
Table 2.10, are defined for the web hosting service: Simgdoathe e-malil
service, there is a general availability,{, /avail_general) FOr fweb/use, as well

as a functionality-specific availability/(cn /avail_specisic (fctq)). Also, general
reliability (gweb /retiab_general) fOI fiwen /use, @S Well as a functionality-specific re-
liability (Gweb /reliab specific (fcty)) is defined as a QoS parameter. The average
delay of web page accesgy/apage_dclay) IS measured by some defined regu-
larly scheduled test transactions. In addition to this,ab&lable bandwidth
for web page accesgylp access-banawiatn) aS Well as web page management
(Gweb/memt_bandwidth) 1S €nsured. For incident and problem management, the
average help-desk problem resolution time (per wagk)csolution._time 1S €N-
sured. Again, for each of these QoS parameters, specific Gafcsand
corresponding QoS measurement methodologies are defineckoler, Ta-
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ble 2.11 lists respective SLA constraints and SLA penatt@serning these
QoS parameters. Again, their actual values and their reptason is meant
only as an example, which will mainly serve for illustratiparpose.

SLA regulations

QOS/SLA constraint:

| SLA penalty:

general part:

(per Week)< 3 h: {web /resolution_time <3h

average help-desk problem resolution time

guaranteed bandwidth for web page
management: 1Mb/s

premium customers:

general availability)yep javail_general > 95%
(per week, only during business hours)
[sla_prem_cnstryen]

for each0.1% deviation
below95%: 100€
[sla_prem_pnltyyen]

general reliability:

Gweb /reliab_general < 30 min
[sla_prem_cnstryeps]

penalty of outage for each hour:
7000€

[sla_prem_pnltyyene]

average web page access delay
< 20 s (up to 100kB):qweb /apage_delay < 20 s
[sla_prem_cnstryens]

each 15-min interval in which
violation occurs: 106
[sla_prem_pnltyyens]

normal customers:

general availabilityyep avail_general > 90%
(per day, only during business hours)
[sla_norm_cnstryen ]

for each5% deviation
below90%: 100€
[sla_norm_pnltyyep]

general reliability:

Gweb /reliab_general <1lh
[sla_norm_cnstryens]

penalty of outage for each hour:
1000€

[sla_norm_pnltyyens]

average web page access delay
< 30 s (up to 100kB):qweb /apage_delay < 30 s

[sla_norm_cnstryeps]

each 1-hour interval in which
violation occurs: 16
[sla_norm_pnltyyens]

students (student web server):

best-effort, no guarantees

| no penalties

Table 2.11: QoS constraints and associated SLA violation penaltieshfer

web hosting service

Here, the web hosting service of the LRZ, which serves as@nskeexample
service in this thesis, was presented. Functionalities; general dependence
on resources and subservices, as well as SLA conditionsinteneluced in a
similar manner as for the mail service in Sect. 2.3.1.

In Sect. 2.3.4, an example run of I/R analysis covering bhatttoduced exam-
ple services is given, starting from two resource degradatand determin-
ing the entailed degradations of dependent functionalfte respective user
groups as well as the caused business impact by SLA penalties
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2.3.3 |IP Service

In addition to the before described web hosting servigg,j and e-mail ser-
vice (smain), the LRZ’s IP serviceq;,) is now described in more detail, as this
service is an important subservice for both services as agethost subser-
vices of both, and its resources have important interioglahips concerning
degradations.

functionality of Basically, as stated previously the IP servigg)(provides two usage func-
the IP service tionalities: generic IP connectivityi, .s./con (DEtWeEN connected resources
or to the outside IP world) as well as load balancing of a gik&nof re-
SOUICeS fip/use/load _balance). RESOUICES inter-connected by the IP service, i.e.,
mainly all resources used for realizing the e-mail servibe, web hosting
service, and most of their subservices - all high-levelises/(with respect
to IP), €.0., mainelay1, @re subsumed under the tetRrusing resourcesn
the following. Additionally, also the most client end sysie for the high
level services use IP to communicate with their respectigh-tevel ser-
vice access points, e.g., clients for the mail service tatithin the MWN
(Cmailctient.mwn) @Nd web service clients in the MWN,(bclient_mwn). The 1P-
using resources as well as these clients are subsumed tedermlIP end-
pointsin the following. Having introduced these conventions, tfemeral
IP connectivityfi, /us/con DEIWEEN tWO IP endpoints can be in a more refined
manner explicitly specified ag, /use/con(Path= endpoints, . .., endpoints,),
€.9., fip/use/con (PALMET wailin tu, - - - » Cwebelient-mwn ), EXPressing the IP connecti-
vity along the path between the two particular IP endpoints.

resources of the  Fig. 2.9 illustrates the resources and their inter-retesiops for the IP ser-

IP service vice. The inter-connected resources, i.e., the IP endpaist network access
points identified by network end point addressing pararsetargeneral, e.g.,
switch ports, MAC addresses, IP addresses, or hostnanies obhnected re-
source can be used. But here, for reason of the purpose ofigiyhe IP
endpoint name, i.e., resource name, itself (€,ghreiay1) IS Used throughout
the thesis. So, network access points as a resource of teeieesare named
Tipaccess (endeint> ,» €.0. 1ipaccess (Tmaﬂrolayl ) .

For providing the IP functionality among the network accpssits and the
outside IP world, various dedicated devices are used asnasoof the IP ser-
vice: various network routers( ,..), hetwork switches(, ,..), the spe-
cific load balancing switchr(, .,,), and some devices for functionalities of the
IP service used internally, i.e., a DHCP serven{.s), a NAT server {,atsy),

a VPN serverinsv). The routen, y., provides access to the IP world out-
side the MWN.

In addition to network access points and the dedicated nktwevices,
network links are resources of the IP service. A network lb#&ween
two network devices, or between a network device and an mktwao-
cess point is identified by both inter-connected resourdesr instance,

Tiplink (rrt_corea rrt_lrz) or riplink (rrt_sw21 P Tipaccess (Tmailrelayl ))

Summarizing, the resources of the IP service are basidedliR access points

48



2.3. Service Example Scenario at the Leibniz SupercongpQemter

r_rt_wan

r_mailin_tu

r_mailin_Imu

: Il r_mailin_Irz
r_websvl r_emergsv r_webmailsy _Viruscheck = -
r_websvi0 I gsv I r_spamcheck r_greylist

Figure 2.9: Resources and their inter-dependencies of the IP service

for IP endpoints, i.e., the resources of the other servicgs,c.ss(endpoint)),
the network devicesr{;__), and the network linksr{,.x( from, to)) inter-
connecting the former two ones.

In general, all these IP resources contribute for realiziegpecially the inner
generic IP connectivityfi, us/con already mentioned above. But havdependencies
ing a more closer look, actually only a particular subset lén real- and

izes the connectivity between specific two particular emaigp namely degradations for
the access points, routers, and links along the particutsth pbet- the IP service
ween the IP endpoints, depending on the currently used fepeout-

ing. This means e.g., that the IP connectivity between thd ma

coming serverr.inta and any normal mail client within the MWN
(Cmailclicnt_mwn)u fip/use/con(path:'rmailin_tup- . -;Cmailcliont_mwn)) is depending

on e.g., on IPlink Tiplink(rrt_lrzarswj)u i-e-) TipliIlk(Trt_er7TSW_2) -

Jip use/con (PAtNET maitin tu, - - -, Cmailclient mwn ). CONCENing Fig. 2.9, it is to

note here that normal (mail) clients are located (with respelP) in IP sub-

nets which are connected via the routgr.... to the IP-using resources.

This means also that a degradation Qfi.i (712, 7sw.2) leads (potentially)
to a degradation 0ffi, juse/con (PATF mailin_tu, - - - » Cmailclient.mwn ).~ FOI €X-
ample can the complete IP link may become unavailable, whicleast
makes a re-routing necessary or leads also to total unhilayaf the con-
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nectivity functionality along that path. Moreover, the link may only
have some partial degradation, e.g., suffering from a atiinggh link uti-
lization, caused by a high amount of foreign (with respecttie sup-
ported services, e.g., mail service) IP traffic. This resewtegradation of
Tiplink (Trt_1rzs Tsw_2) Will (potentially) lead to a low remaining IP throughput

rate forfip/uso/con(path:rmailin_tua ceey Cmailclient_mwn)-

Moreover, as the affected path betwegn;, . and a potential mail client
Cmailclient.mwn 1S US€d for communication between them, respective mail ser
vice functionalities (for such a mail client) will be degext e.g., the mail
box access (delay,,ii/deiay mbox VEry high) and sending of mail (specifi-
cally dispatching the mail from client to server) (del@y./dciay_send_intra:
mail /delay send_extra) 1S SlOwed down. That is a degradation of an IP re-
source also causes a degradation a high-level ser¢igg)(which uses
the IP service as subservice, specifically the mail servisectionalities
Fnail fuse/mbos.access AN fnailuse/sena (Mail receiving is also affected but not
considered here). The particular dependency coveringathigtroduced
in Sect. 2.3.1 is simply the general ong, /usc/con — fmailjuse- FOr this
specific degradation example here, this dependency can fimedeinto
fip/use/con(path:'rmailin_tuy sy Cmailcliont_mwn) - fmail/use/mbox-access as well as

fip/use/con(path:rmailin_tua sy Cmailclient_mwn) - fmail/use/send- ConCIUding!
this degradation example, illustrates how degradatioresburces in a sub-

service can lead to degradations of the dependent serviaaredMer, this
example will be used further investigated as part of the sestion.

There are many different possibilities for degradation®atsources/IP con-
nectivity functionality, e.g., high packet loss on a patbhduese of a high error
rate on an IP link of the path, or over-running packet queuesa oetwork
router on the IP path. Furthermore, the various degradationld be differ-
entiated with respect to different protocols, e.g., low Ti@®ughput because
of high amount of packet drops, UDP (User Datagram Protdadi)res due
to high amount of packet drops.

2.3.4 Example run of an I/R analysis

Here, an example of a complete run of an I/R analysis will es@nted. The
example run is based on the LRZ scenario presented in theopsesections
2.3.1and 2.3.2.

It is assumed that two independent resource degradajipa®dg,, are tak-
ing place simultaneously: an important network link (. (7t 1rz; 7sw.2)) CON-
necting all mail servers to the outside world is sufferingghhutilization (first
degradationy,;) and a complete outage of one of the storage deviges €)
is occurring (second degradatigp).

The highly utilized network link’s utilization has risen @e 60%. This is
slowing down e-mail sending and e-mail folder access. Sethmail service
Smail IN geNeral, i.e., every customer of it, is affected. Newadhs, this does
not cause a complete outage, but only a severe performapeeine., a high

50



2.3. Service Example Scenario at the Leibniz SupercongpQemter

network transport delay resulting in slow e-mail transtgr.{ /aciay_send_intras
mail /delay send_extras AN Gmail/delay mbox)- 1he functionality of the e-mail ser-
vice in general is still available to users and customers.

The storage outage., (affecting parts of the AFS filesystem) is affectingecond

parts of mail incoming foldersf{,.ii/use/mbox_access) @Nd @ part of the hostedresource
web Sites fyeb /use/apage)- SO by this degradation not all service instances, i.gggradation and
customers are affected, but only a subset. However, forffeetad subset of impact on
users and customers access to incoming mail functionaliépinpletely im- functionalities
possible. One third of the mail accounts (2000) of LMU and tam¢h (100)

of the mail accounts of TUM (only staff mail boxes, not thedgtnts’ ones)

as well as all mail accounts for 3 of the 10 additional redearstitutions us-

ing the e-mail service (non-premium customers) becomeessible through

gr2. Moreover, 10 of 300 web pages of LMU and TUM as well as the web

pages for 5 from 20 other research institutions with hostel pages become
inaccessible.

After identifying which services and which specific serviostances (i.e., impact on QoS
customers and users) are affected by the current resougcaddeions, the ac-

tual current values of QoS parameters for these servicemracss instances

have to be checked. If these values are already availaltedomne repository

this one can be used. Otherwise measurements have to be bné&tie re-

source degradatiog.; (link utilization > 60%) is affecting the network delay

resulting in an average e-mail sending delay which is abduinin (for all

e-mail service instances). The second degradatiowill decrease availabil-

ity and reliability of e-mail and web hosting as long as thgrdéation is not

resolved (but only for affected service instances).

The current QoS values are compared to defined QoS pararaatgrsrand SLA violations
in doing so current and potential future QoS violations fife@ed service

instances are found (compare SLA constraints and SLA pedaeafinitions in

Table 2.6 and Table 2.11)

Resource degradatiap; is affecting SLA constraintsla_cnstr,.;z: mail
transfer delay too high (SLA states 5 min as an SLA violation causing
300<€ penalty costs per hour).

Whereas resource degradatign is affecting SLA constraintsla_cnstr i
(concerning availability of e-mail service}/a_cnstr,.;2 (concerning reli-
ability of e-mail service),sla_prem_cnstryepi, sla_norm_cnstrye,; (con-
cerning availability of web hosting service), anda_prem_cnstryenz,
sla_norm_cnstryene (cOncerning reliability of web hosting service), but only
for the above mentioned subset of customers and users. SklggMén in Ta-
ble 2.12 summarizes the identified SLA violationsypf (compare Table 2.6
and Table 2.11).

Afterwards, the identified QoS and SLA violations have to kapped to fi-
nancial impact development over time. In the first instattds relates mainly
to SLA violation costs directly related to these QoS viaat. These im-
pact will be the higher the longer the degradations are rsutlved. So, the
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mail service:

avallablllty (Sla—cnStrmaill): (mail /avail_general > 99%, eaChl% devi-
ation below is causing a penalty of 5&per affected premiu

customer.

reliability: ( sla_cnstrimaiz): Gmail/reliabgeneral < 50 min; each longe
outage cause&000 € + 10 € - duration /min) as penalty pe
affected premium customer.

web hosting service:

premium customers:
avallablllty (Sla—prem—cnStTwobl): (web /avail_general > 95%, for
each0.1 % deviation a penalty of 10€ is required per cus
tomer.

rellablllty ( Sla—prem—cnStTwob2): {web /reliab_general < 30 1’1111'1,
each longer outage requires to pay a penalty of Z8Qter
affected customer.

normal customers:

availability (sla_norm_cnstryep1): Gweb/availgeneral > 90%; for
each5% deviation a penalty of 10€ is required per custo
mer.

reliability ( sla_norm_cnstryen2): Gweb/reliabgeneral < 1 h; €ach
longer outage causing a penalty of 1680

students: best-effort

Table 2.12: SLA violations for the example I/RA run, caused by the reseur
degradationy,,

[.] : real — int, [x] := least integer which is equal or greater than
(for rounding purposes)

()T :real — real™, xt = {

(to ignore negative values)

x, ifx>0
0, ifx<0

gt(.,.) : real x real — {0, 1}, gt(z,y) := { (1)7 I(ljlsxe> ’

(to allow for comparison)

Table 2.13: Helper functions for specifying business impact of the eglam
I/RA run
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SLA penalty (slp) function (of duration of business timg for busines
impact caused by, (mail sending delay sla_pnltymais):

Slpmaing : biz_duration — cost
$lPmainz(t) = 2+ [(t — 5 min)/1 h]*-300 €
(the factor 2 takes into account both premium customers, VitV TUM)

Table 2.14: SLA violation costs caused by degradatign

SLA penalty costs basically are represented as functiodsi@tion of busi-

ness hours (Mo-Fri, 8:00 - 18:00). For this purpose, thedrdignctions, de- financial

fined in Table 2.13 are used. Based on this, Table 2.14 aneé 2abb specify business impact
the financial business impact gf; andg,,, respectively, in the form of SLA -

penalty (slp) functions of duration of business tit@iz_duration — cost) SLA violation
per SLA violation (slv): Corresponding to the involved SLAokation costs Penalties
definitions, forg,; one slpsip..i3 and forg,., multiple slpSsipmait, SIPmai2,

SIp_premuents SIP_premugena, SIPp_normyen, andsip_normey.,: are specified.

Finally, there is a function which computes the duration afsibess
hours from an actual start time in a specific duration of realet
biz_duration(start, real_duration) : time x duration — biz_duration.
This can be composed out of individual SLA penalty functiomsntioned
above in order to compute the costs depending on actualtsteatand real
time duration.

Putting these single SLA penalty cost functions altogeldads for both of
the given resource degradation to an overall SLA penalty ftostion (it is
assumed that the current start time is here Tuesday, 10c0fck; so that the
next 8 hours are business hours):

Slpgrl () = Slpmail?)(‘)’

SlpgrQ(') - Slpmaill(-) + Slpma112(~) + Slp—p’remwebl(-) + Slp—premwebQ(-) +
SIp_normyep: () + slp_normyena(.).

So, it has to be determined whether, in what order, with howhaffort, and evaluation and
in what time scale to resolve both resource degradatiorengiThis relates comparison of
directly to the development of repair costs over time. Arelditermined re- financial impact
pair costs have to be compared to the financial impact denedapidentified

before.

Fig. 2.10 shows the graphs &, , andslp,,, over time. By comparing both
graphs it can be concluded, that the SLA penaltiegfopafter 20 minutes will
start to grow quickly, whereag, is causing penalties from the very beginning
after 5 minutes but not so much increasing later on. So, $fjitassible to fix
g1 very quickly (within 1-3 minutes), it would be desirable to this first and
fix g,o afterwards as fast as possible. Otherwisewill have to be fixed with
high priority first. In this case it is assumed that the highwaeek link load
(9-1) cannot be fixed in a very short interval of only 3 minutes. rEfere,
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SLA penalty (slp) functions (of duration of business timg for busines
impact caused by,.:

ratio,qe. 1S USed per SLA violation as a factor to take into accountigal
unavailability in the sense, that a functionality is not dtianing for all
possible customers or users for which it should work.

mail availability (sla_pnltymai):

Slpmaint = biz_duration — cost

SIPmain (t) = 1ati0mqy - [(t — 30 min) /30 min|* - 500 €

(in anormal business week (Mo-Fri, 8:00-18:00) theresar) = 50 busi-
ness hours, st% availability represents 30 minutes of business hoursj

mail reliability (sla_pnltymaiz):

Slpmaite = biz_duration — cost

SlPmait2(t) = 1atiomq; - (9t(t, 15 min) - 5000 € +
[(t — 15 min)/1 min]|* - 100 €)

web hosting availability for premium customers (sla_prem _pnltyyep:):
slp_premeyen - biz_duration — cost

slp_premyen: (t) = ratio_premye, - [ (t — 30 min) /30 min|* - 500 €

(in anormal business week (Mo-Fri, 8:00-18:00) theresar) = 50 busi-
ness hours, st% availability represents 30 minutes of business hoursj

web hosting reliability for premium customers (sla_prem_pnltyyenz):
slp_premeyens : biz_duration — cost
SIp_premuyena (t) = ratio_premye, - gt(t, 5 min) - 7000 €

web hosting availability for normal customers(sla_norm_pnltyyen1):
SIp_normyen: = biz_duration — cost

SIp_normuep: (t) = ratio-normue, - [(t — 5 h)/2.5 h]*-100 €

(in a normal business week (Mo-Fri, 8:00-18:00) there aré0 = 50
business hours, s®% availability represent 5 hours anél represent 2.
hours of business hours).

web hosting reliability for normal customers (sla_norm_pnltyyens):
Slp_normyens : biz_duration — cost
SIp_noTMyena (t) = ratio_normy.e, - gt(t, 1 h) - 1000 €

ratiog,qe. has the following values (according to the before mentioged
numbers of affected users):

T‘at’iOmail’L]\/[U = 1/3, T‘at’iOmail’TU]\/[ = 1/10, i.e.,ratiomail = 1/3+ 1/10,
ratio_premye, = 10/300 - 2, ratio_normye, = 5.

Table 2.15: SLA violation costs caused by degradatipn
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Figure 2.10: SLA penalty functions for resource degradatignsandg,.»

it is decided to fix degradation., first with as much effort as possible and
afterwards to fix degradatiof .

As a result, it can be concluded, that the bad reliabilityhef wveb hosting prioritization of
service and the e-mail service is more important than theahpaused by resource

the high link utilization. That is to say, resource degramtat,, is more degradations
severe and more critical than resource degradagtion

Thus, itis recommended to repair the broken storage devsteifnmediately, recovery
with as much staff and expertise as available. One first eryoaptions for options
this is e.g., to try to reboot it. This may be combined or fakadl (in cause

of failure to reboot) by checking whether a recent configarathange may

have caused the problem. Another option is to install a backavice which

will take much longer, tough.

Afterwards, it should be tried to cope with the high link iddgtion by e.g.,
re-routing particular IP traffic, prioritizing particul#® traffic on this link, or
replacing the network link by one with more capacity.

For each of these different options for handlipg and g,2 an appropriate
scheduling as well as a sufficient specification of all nemgsparameters to
determine each option in enough level of detail, concerming, estimated
duration and necessary effort, have to be identified andfsgabc
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2.4 Requirements

In this section all relevant requirements are identifiedota comprehensive
framework for I/R analysis should fulfill. Very first, the gemc requirements
for I/R analysis already introduced and discussed in Seztark summarized
in Sect. 2.4.1. Following, a general classification of mqvecs#fic require-
ments is discussed in 2.4.2. Afterwards, these specifianeagents are iden-
tified and presented in 2.4.3 to 2.4.7. Finally 2.4.8 prosidsummary of the
requirements.

2.4.1 Generic requirements

In the introduction, in Sect. 1.2, the discussion of deficies of today’s ap-
proaches for I/R analysis was already concerned with gemequirements
for I/R analysis. Actually these are: integration into ¢ixig service provisio-
ning and service management environment, genericity coimgethe service
scenario, and manageability. They are listed and sumnahinzée following:

¢ (RO.1) smooth integration into the service provisioning aervice ma-
nagement environment of the service provider: support IByAnte-
grated access to all necessary exiting information

e (RO0.2) genericity: applicability for any given IT serviceemnario, i.e., not
depending on specific service technologies, service mamagfetech-
nologies, or management architectures.

¢ (R0.3) manageability concerning changing service prowisig and ser-
vice management environment: allowing for up-to-dateraass syn-
chronization with a changing service infrastructure/smvwnanagement
infrastructure with a modest level of effort.

2.4.2 Specific requirements

In addition to the generic requirements of the previousigecimore spe-

cific requirements can be identified which a framework for &ifalysis has

to cover. By looking at the example run of an I/R analysis Seet. 2.3.4),

larger different classes can be identified, in which thegei§ip requirements
for the I/R framework can be grouped. Fig. 2.11 illustratepaesponding

classification of specific requirements, which is identibed discussed in the
following.

First, appropriate resource and service modeling inclyd)oS parameter
modeling is necessary. This includes proper modeling @m@llearing depen-
dencies, e.g., between services and resources or betweaeseand subser-
vices.
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Second, the different types of degradations of resouresjces and QoS
parameters have to be modeled and appropriate mapping s# tiees to be
possible. This is necessary for the notion of occurringuesedegradations
itself and to determine their impact on specific serviceansés (for a specific
customer) or - more precisely - on specific service funclibea and QoS
parameters of a service instance. This type of impact wiltdéed service
impact which is constituted by one or more service degradati

Third, the service degradations have to be mapped on impattid¢ business
of the provider, which comprises aspects such as financareputational
impact. This mainly depends on the SLA violation costs witigh be derived
from the QoS degradations. But also the actual current usidipye degraded
services might be considered here. Even further, custoatesfaction and
public reputation can be considered here as influencingractAll these
impact factors will be subsumed under the tdmsiness impact

service
modeling
in general

service
impact
(degradation)
modeling

recovery
action
modeling

business
impact
modeling

Figure 2.11: Classification of requirements

Fourth, for completeness, also the repair costs for theahcticovery real-
ization have to be considered, and have to be combined wetipriaviously
determined impact. It is necessary to define the notion otavery action
and to differentiate the various possible choices of regogetions together
with their associated costs, time range and actual effectee@service mod-
eling (changes of the service modeling, e.g., making a resoedundant).
This allows the selection of an appropriate costly, timathyd efficient recov-
ery alternative.

Fifth, workflow modeling for the whole I/R analysis (as badlig defined in
Sect. 2.1) is needed, to define the steps, input and outfacést and condi-
tions when to apply the analysis in which manner.

Summing up, all requirements can be grouped and classifiedhase areas:
service modeling, service degradation modeling, busimapact modeling,
recovery action modeling, and workflow modeling and executi

In the following the requirements of each area are analymedetail (see
Sect. 2.4.3 to Sect. 2.4.7). Afterwards (Sect. 2.4.8) iescdbed how all the
requirements are fulfilled by the framework.
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2.4.3 Requirements on service modeling in general

Requirements of this class consider only the service mogeh general
whereby no notion of resource/service degradations isdnoired. This in-
cludes (static) aspects of the service concerning desiguigooning, and op-
erating such as the description of functionality as well @gethdencies from
resources and subservices.

An important aspect is the number of different domains imedlin the ser-
vice provisioning. If multiple domains are involved, i.egme services of
a provider are based on subservices provided by anotheidproit is nec-

essary for complete, efficient and effective I/R analysibéoperformed to
have appropriate inter-domain management interfaces@ramge of impact
and QoS degradation information for the regarded subssvi©therwise,
it would not be possible to include and map degradations@ttibservices
to degradations of services (or more specifically servistimces) which are
based on these subservices. A basis for the required iotesith manage-
ment interfaces is of course a common inter-domain sergseription for

the subservices which effectively and efficiently allows&combined with
service descriptions of the dependent services.

Another relevant aspect of service modeling is the usedutpaty of the

functionality definition: If the service description doestristinguish bet-
ween separate service functionalities, e.g., sendingik-raeeiving e-mail,

and various management functions for the e-mail servieeptapping of re-
source degradations to affected service instances andncest will be in

many cases very general and unspecific, i.e., only stateighle whole ser-
vice is affected, instead of determining which specific merfunctionalities
are affected. Possibly one aspect of the functionality oéraise is not as
important or not as frequently used as another one. Cons#yuke deci-

sion to recover a service completely in case of an outageldheudifferent
depending on the actually affected functionalities.

The level of detail for the regarded service’s descriptilso @plays an impor-
tant role. The service description can focus only on the comperspective
of provider and customer (cf. MNM service view, 2.2), it caitis only on the
provider-internal realization of the service (cf. MNM rizaltion view, 2.3), or
it may include both of these perspectives. Of course, formptete impact
analysis starting with (low-level) resource degradatitivesrealization view
is necessary, because only here resources and their nslaificamongst each
other and to the services are visible. And to really map theseurces degra-
dations on specific (high-level) services, service ingarand customers the
service view is necessary, because only here the servistsicers and espe-
cially their inter-relationships are visible. Moreovaer,the realization view,
different levels of abstraction for the realization of thkaétionality specified
in the MNM service view can be distinguished, i.e., similarspecified in
the instantiation methodology for MNM Service model [GHBR] resources
itself can be distinguished from the abstract functiogahey provide within
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the realization view: In contrast to the functionality iretbervice view agreed
upon with the customer, the functionality in the realizatisew represents a
(only provider-internally known) refinement of the formenttionality, but
is still more abstract than the specification of actual reseaito lastly realize
this refined functionality. For example, in the example scen(Sect. 2.3.1)
the mail receiving functionality,,, .1 /use/rcv (ViSible to customers, i.e., in ser-
vice view) could be split into multiple such provider-intat functionalities,
e.g., for blacklist checking, for spam checking, for IP adrchecking, for
the proper mail receiving, the mail storing in the mailboxack of these
provider-internal functionalities would be realized by tlespective resources
as described in Sect. 2.3.1, SUCIASiists Tspamchecks "mailin- SEIVICE SCENAr-
ios are often (e.g., with MNM model’s instantiation methtmtyy) developed
in the way described above, i.e., common design with custgfuectionali-
ties in service view), provider-internal design (refineddtionalities in real-
ization view), actual implementation (resources). Thitedentiation results
in correspondingly refined dependencies for degraded ressfiunctionali-
ties, and is therefore relevant for I/R analysis. Conclgdiior a complete
impact analysis, both views, namely realization view angise view, in ap-
propriate levels of detail, have to be taken into account

Moreover, it can also be considered that the impact anaigsisly done
partially, that is only one/some of the abstraction levédsualssed above:

e only for the service view: in case if not starting with knowesource
degradations, but instead directly with known degradationone or
more services.

e potentially only in different level of detail on the resoarayer (realiza-
tion view), as discussed above.

Another aspect are inter-relationships between specifiemigencies: A ser-
vice might independently be based on two different resaesean e-mail
incoming server and an outgoing e-mail server which woultinmeseparate
dependencies without any special relationship between.thecase of a spe-
cific resource degradation of one of the two mentioned setherl/R analysis
could regard these two resources independently. A degoadztthe mail in-
coming server will affect the e-mail receiving functiorigliwhereas a degra-
dation of the other server will affect only the sending fumeality. Often a
service does depend on completely isolated different ressu but the de-
pendencies might be (possibly mutually) related to eachrotfor example,
each service instance of the web hosting service introdabede is based on
two equally configured web servers on the one hand for pegoom reasons
and on the other hand for reliability. Even more if both ses\fer a specific
service instance, i.e., hosted web site, fail, one or tweroth altogether 20
available web servers can quickly be configured to also take the provi-
sioning of the service for the affected service instancdsths is achieved
by using two (also redundant) load-balancers which formaet site requests
to the right web server. So for the web hosting example, tiped@encies of
the service from the two load balancers and the 20 web seaversll related
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in some way. Such a complex situation as described abovees fifund in

today’s service realizations, such as redundancy for peeace, reliability,

or other purposes. In order to allow a combined processiniggl/R analy-

sis, a set of interrelated dependencies, each from a siegbeirce/function-
ality (source) to a single resource/functionality (tajgistmore appropriately
regarded as a single, more complex dependency with muttgpendent re-
sources/functionalities as sources or as targets of thendigmcy. In UML

(Unified Modeling Language) terminology this means thahbtltiplicities

(for source or target of the dependency) can be greater than Gonclud-
ing, I/R analysis should also be able to efficiently and ¢ffety cope with

dependencies between degraded resources/functiogaliie multiplicities

greater one.

The following list summarizes all identified requiremendscerning service
modeling in general, i.e., all necessary aspects whichldhmmicovered:

e (R1.1) number of domains:

— single-domain (i.e., no consideration of provider-exsétrsubser-
vices)

— multi-domain (e.g., provider LRZ and external mail providethe
scenario of Sect. 2.3.1, i.e., consideration of provideemal sub-
services)

e (R1.2) granularity of functionality definition:

— whole service (no distinction of separate service fundiiies, e.g.,
as fman covering all functionality of the mail service in Sect. 2.8.

— service functionalities of the whole service (e.qg., sefedlianctional-

ities fmail/use/scnd) fmail/uso/rocv; fmail/mgmt asa SpeCialization gérmail
for the mail service in Sect. 2.3.1)

e (R1.3) level of detail regarding realization:

— only service view (consider only functionalities and Qo$apaeters
of a service)

— only realization view (consider only resources and QoR patars)

— both views (consider functionalities and resources tagetlith their
QOR/QoS parameters, e.g., as for e-mail service in Secf.)2.3

— also differentiation of multiple levels of (resource) abstion in
realization view (e.g., resources differentiated fromirth@nly
provider-internally known) functionality inside of readition view,
which is more refined than functionality (known to userstoogers)
in service view; compare above)

e (R1.4) dependencies with multiplicities 1 (describing the inter-
relationship of multiple dependencies between single uess/func-
tionalities)
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— 1 (single dependencies without specific inter-relatiopsioetween
some of them)

— n (related dependencies: e.g., for explicit modelinglestibn of
redundancy/load-balancing distribution, such as the nidgecy

fdns/useu T'mailrelayls "'mailrelay2 — fmail/use/recv of the e-mail service in
Sect. 2.3.1)

2.4.4 Requirements on service degradation and qual-
ity modeling

This class contains all modeling requirements concernaggatiations of re-
sources and services. All different kind of service degtiada are subsumed
under the ternservice impact In contrast to the previously described class,
I.e., service modeling in general, it is concerned with teeadiption and dis-
tinction of different degradations of resources and theacechapping of these
to services and service instances. Therefore it is condemitd the dynamic
aspects of the occurring degradations, especially retégaservice fault ma-
nagement as well as service quality management, wheregeati@us re-
quirement class was concerned with mostly static aspestsreice modeling
relevant in general for service management.

An important issue are the dynamics of dependencies dummgstecution of
an I/R analysis run: Some characteristics of the (stayirdifined dependen-
cies might change while an I/R analysis is performed. Tleegfl/R analysis
has to consider possible changes of characteristics ofdperdlencies over
time to determine the possible future impact. Such charatts include
validity of dependencies (e.g., resources might be regléeemporarily) by
others) or relationships between some dependenciesr@dgndancy) might
change.

Another important aspect to consider is the differentiatibseparate types of
resource degradations: The simplest solution is to digtgigonly between
“up” and “down” state of a resource or a service functiolyaBut, as the ex-
ample I/R analysis reveals, also a more detailed (perfocewike) point-of-
view is necessary: The utilization of the highly utilizedkicannot be handled
in this simple way. One has to distinguish between complatage of this
link and (possibly) multiple utilization levels for the knbecause different
service (instances) might depend on this resource in diftewvays: i.e., dif-
ferent QoS parameters of different service (instanceshtiig depending on
this resource, and therefore require to distinguish alfreadhe resource level
between different degradation steps to allow detailed #edteve I/R analy-
sis. Consequently, service impact comprises first (punegtianal impact,
i.e., whether a service functionality is working and acit@esor not, as well
as QoS-specific impact, i.e., a more refined view taking ictmant differ-
ent types of degradations of a functionality with specificSQeduction, each
with different potential QoS values/value ranges Simylaidr the degrada-
tions of resources, different types, i.e., different Qo&parameters, with
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different QoR/QoD values/value ranges, have to be considierorder to al-
low actually to derive functionality degradations in a sticle-grained level.

Of course the number of simultaneously regarded occurrirgssumed re-
source degradations is an issue, too. If, for example, oné aegradation
is taking place, the recovery step of the I/R analysis hag mntlecide what
specific effort in which time-range is necessary to recovemfthis single
degradation. But if multiple current degradations are reégd, the recovery
decision has first to decide which degradation to handledirstzen to deter-
mine an order of recovery for all regarded degradations.

Following, a list summarizes the most important aspectlwhiave to be
covered by an effective I/R analysis:

e (R2.1) dynamics of dependencies per I/R analysis run:

— static

— dynamic: some dependencies might change during an analysis
the change may be determined either according to an exphedad-
eled pattern (e.g., dependent on the specific time of daytiaddi
servers are added in a redundancy cluster to handle an expect
larger amount of requests) or determined by active measn#at-
tive probing (e.g., determine which of two redundant sesvefwas
actually used at a specific point in time)

e (R2.2) number of degradation types per resource/funditgna

— 1 (no particular QoR/QoS parameters distinguished) (em.,
Sect. 2.3.1: complete unavailability @ .ii /use/rev )

— n (different QOR/Q0S parameters) (e.g., in Sect. 2.3.1:aeailabil-
ity, or high mail sending delay fof,,ai/use/send; 10W throughput, or
high sending delay foff,,aii/use/sena; fandom partial unavailability,
or low bandwidth forf,, i fuse/rcv)

¢ (R2.3) number of different value levels/value ranges pgraigation type
of a resource/functionality:

— 1 (“ somehow degraded or not”) (e.g., in Sect. 2.3.1: maidsemn
delay of fiai/use/send SOMehow (unspecifically) degraded)

— n (multiple QoR/QoS levels per degradation type) (e.g., in
Sect. 2.3.1: mail sending delay @f,.ii/use/sena > 5 min which is
more thar2 min above normal average)

e (R2.4) number of simultaneously occurring degradations:

— 1 (here only determine impact and how fast, by what actiong+o
cover from it)

— n (e.g., as resource degradatiops and g,» in the example
run in Sect. 2.3.4; here additionally determine detailegham
tance/order/scheduling of every necessary recoveryratio
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2.4.5 Requirements concerning the modeling of busi-
ness impact

This class of requirements is concerned with factors whidluénce the fi-
nancial and reputational impact of resource degradationhe® business of
the provider, altogether subsumed under the term businmgssct. No recov-
ery or repair costs are considered here, but the impact ioneri$ determined
only based on the results of the occurring degradations.

In contrast to costs including repair costs for performirggkected recovery
action the business impact considered here is more spdyiftzled pre-
recovery business impaict short.

First, regarding financial impact, SLA penalties have egplgdo be consid-
ered as the costs being directly caused by service degvadati

Second, the determined SLA costs should be combined withdiual current
and expected future service usage to more accurately dstatlaesulting
costs.

Third, other resulting costs have to be considered (compite Business
Impact Analysis). Examples are:

e Revenue loss while a degradation takes place, e.g., bedgnamically
used/subscribed service is not used/subscribed by cust@ang more,
i.e., depending on the expected future service usage.

e Customer satisfaction/public image (future financial ictdaecause of
customers terminating contracts or lacking of new custsijner

e Public image in general (considering not only current, lmieptial cus-
tomers in the future)

¢ (Regulatory costs, e.g., for not conforming to some legagabions).

Each of them has to be quantifiable in an appropriate mannet least a
clearly specified mapping from a qualitative specificatioratquantifiable
one has to be provided. These quantification specificatians to be defined
according to the needs of the provider’s business policies.

Following, a list summarizes the most impact aspects reggtilisiness im-
pact (by not performing any recovery) which have to be cavdrg an ef-
fective impact analysis: service usage to one item: othstsctecause too
complicated to

e (R3.1) SLA penalties, e.g., as the SLA penalties defined Herrail
service in Table 2.6 or the web hosting service in Table 2ahd, their
specific value development in the example run in Sect. 2.3.4.

e (R3.2) Actual current/future service usage (by usersfrusts).

¢ (R3.3) Further resulting (indirectly or directly) finankraputational im-
pact (if no recovery is performed), see above.
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2.4.6 Requirements for recovery action modeling

Here, the recovery actions and associated costs are defimedrelate them
with the business (financial/reputational) impact (overgj as a function of
time or duration) identified in the previous phase.

First, the notion of recovery action has to be defined: Thismases the spe-
cification of count and granularity of different recoveryians to choose from
and the association of each possible recovery action widhhe parameters
to lastly determine the complete costs of the action. Thels¢ed parameters
comprise the following: Priorities, i.e., order of recoyéor current existing
degradations have to be identified, or more precisely a Spdéane plan for
all recoveries to be set-up, personal and other extra effash action, and
altogether the complete costs for the recovery action.

Second, combine with the previously determined businegmat i.e., for
each current degradation find recovery alternative whichdst efficient and
costly regarding to needed time, (staff) effort, repairtspse., resulting in
minimum actual business impact being calteduced business impact

e (R4.1) notion of recovery action alternatives:

— (R4.1.1) granularity of recovery action notion (using oaly enu-
meration of various alternatives, e.g., “do nothing”, “darmal (as
regular) repair”, “perform repair with extraordinary eff§ “out-
source the repair”, in contrast to also allowing an exppeitameter-
ization for each of these alternatives allowing for a more-fijnained
modeling)

— (R4.1.2) determination of priority/order/scheduling (oore pre-
cisely appropriate point in time) of recovery for all curtelegrada-
tions (e.g., as in the example run of Sect. 2.3.4, handleadegjon
9r2 beforegrl)

— (R4.1.3) duration needed for each handling of a degradation
— (R4.1.4) specific effort necessary per action (staff, esdsaurces)
— (R4.1.5) repair costs determination per action

e (R4.2) combination with the previously determined bussniespact to
determine reduced business impact

2.4.7 Requirements concerning the course of I/R ana-
lysis

This class of requirements is concerned with the coursetadrafor I/R ana-

lysis, i.e., with workflow and process-related aspects efitR analysis.

In general, existing today’s IT management functional areasifications
(e.g., FCAPS) as well as particular IT process frameworksh(sas ITIL,
eTOM) should be considered here to allow easy integratigdgheframework
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with existing service provisioning and service managem®pecifically, this
comprises the following aspects:

First, which steps and tasks of I/R analysis should be reghardnly (pre-
recovery) impact analysis (no recovery considered), regoanalysis, i.e.,
the identification and recommendation of an appropriatewery action, and
while tracking the actual recovery performed the custonmeukl be kept
informed as well as the modeling should be adapted if neef@edijack on
modeling).

Second, the depth of the impact and recovery performed Hasc¢onsidered.
Roughly speaking, the targeted time-range of the recovasytb be deter-
mined: short-term (ITIL incident management) or long tetifl{ problem
management).

Third, the actual urgency level has to be considered, toce fflaimework
could be applied to real currently occurring degradatiohsciv have to be
handled as fast and efficient as possible because they caalbe impact now.
Otherwise, the framework can also be applied in a simuldti@manner for
assumed degradations to find out potential problems in tiezation of the
service and to check if for every considerable case an apptepepair al-
ternative can be found. Both types of application (for coiri@ for assumed
degradations) can be done with varying depth (or range) alyais as de-
scribed previously (incident or problem management).

Following, a list summarizes the most important aspectardigg the work-
flow of an I/R analysis in general which have to be covered byféective
I/R analysis:

e (R5.1) tasks of I/R analysis:

impact analysis

recovery analysis recommendation
recovery tracking

customer notification

modeling adaptation/feedback on modeling
e (R5.2) range/depth of I/R analysis (type of degradatione )

— actual occurring, current degradations: covering failom@nage-
ment, and performance management as far as concerned wighicu
performance degradations

— only assumed (possible future) degradations: simulatiomering
further management areas, mainly maintenance action ipiguand
availability management

e (R5.3) urgency level of I/R analysis

— short-term: incident management (current degradations] a
scheduling of forthcoming maintenance actions (assumgthda-
tions)
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— long-term: problem management (current degradations)asad-
ability management (assumed degradations)

range of analysis

proactive problem
only assumed H t
(potential future) | proactive incident | anademen
degradations H +
management : | o e
i input for availability |
management
actual occuring, '
current degradations incident problem
(covering '
failure/performance management : management
management '
only)
, : urgency
short-term long-term level

Figure 2.12: Different types of application of I/R analysis

While requirement R5.1 determines the different stepsRratialysis run is
consisting of, requirements R5.2 and R5.3 together distgigbetween the
various situations (in terms of management areas) whickah&ysis can be
applied to. Fig. 2.12 illustrates this relationship betw&®b.2 and R5.3 and
the different types of situations where I/R analysis canggiad to.

2.4.8 Summary of the requirements

This chapter was concerned with the identification of allassary require-
ments for the framework. At firstimportant terms were defiard the MNM
Service Model was introduced. An example scenario comyisio services
was presented by using the MNM Service Model and an exampl®fran
I/R analysis for this scenario was shown. Afterwards, a garadassification
of requirements for the framework was given. Following,uieegments were
identified for each identified requirement class. Last, & @ascribed how the
iteratively developed framework will meet the requirenseriig. 2.13 shows
as overview an illustration for all these requirements @pecific ones, not
the generic ones of Sect. 2.4.1) as dimensions of a star.

In Chapter 4 a generic framework for I/R analysis will be deped and dis-
cussed, which addresses all these requirements. Based artinstantiation
methodology will be introduced in Chapter 5, which allowsrtstantiate this
generic framework to a concrete service scenario conagaiinequirements.
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Chapter 3. Related Work

In this chapter related work which is relevant for I/R an@yaccording to
the requirements identified in Sect. 2 is discussed and &ealu This encom-
passes products, standards, and approaches in reseaitireae appropri-
ate.

In Sect. 3.1 existing approaches, in this case mostly cowiaigeroducts,
which are concerned directly with I/R analysis today areoiiticed and their
limitations shown.

Following, for each requirement class identified in Seet.related work rel-
evant for the requirements of that class is introduced amduated. First,
concerning the requirement class R5 (course of I/R analfrsish a concep-
tual point of view, existing IT management process starglandl their cover-
age of I/R analysis are analyzed in Sect. 3.2. In contrastintiplementation
level of R5, i.e., techniques for the realization of the tagkl/RA, is covered
later in Sect. 3.6. But, in advance to this, from Sect. 3.3€0tS3.5, for the
four requirements classes R1 to R4, concerned with the nmgdef resources
and service functionalities and their dependencies (Rpauicular (quality)

degradations and their dependencies (R2), of the busiasssllon this (R3),
and of the relationship to recovery actions (R4), subsettyusgiated work is

treated:

In Sect. 3.3 approaches for the modeling of services, thactfonalities, and
resources (R1) are treated. This further includes speltyfiapproaches for
the modeling of dependencies between resources and foalties.

Based on this, in Sect. 3.4, approaches for the classificatim modeling
the (quality) degradations (and their dependencies) aftfonalities and re-
sources (R2) are treated next. This includes especiallygieification, mea-
surement and dependencies of quality parameters (QoR/Q@pSiny).

In Sect. 3.5 approaches regarding the relationship of degjans of service
functionalities and resources to the business (R3) andeegselection (R4)
are discussed. This includes approaches for SLA modelswgell as meth-
ods for the prediction of future service usage by extrapmiadechniques.

As already mentioned above, R5 from implementation pointiet, i.e.,
techniques for the realization of the tasks of I/RA (R5.Xg discussed in
Sect. 3.6. There, specifically potential techniques fosoaang about the
modeled data in general (R1 to R4), i.e., mainly about dedradls and their
dependencies, are treated.

At last, in Sect. 3.7 an overall assessment of the relate# imtnoduced be-
fore is performed, specifically according to the requireta®f the respective
requirement class.
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3.1 Existing Approaches for I/R Analysis

Following, existing approaches, mainly commercial prddutargeting to-
wards impact and/or recovery analysis are discussed airdithigations re-
garding the requirements of Sect. 2.4 are analyzed.

Current Practice Usually, as already discussed in Sect. 1.2, the current
practice in today’s service fault management is that impadtrecovery ana-
lysis is mostly done by hand using detailed, but undocunueexeert know-
ledge and corresponding best practices. Especially anmatéal and inte-
grated decision support, as well as an automated methotiédrdacking of

an on-going or completed recovery with respect to the reshcbeuction of
business impact, is missing.

Research There are some research approaches for I/RA, like [SS06], bu
mostly they are limited to specific types of scenarios or netbgies used,
For example, the approach of [SS06] is limited to IP teleghon

Commercial Products Also commercial products have been developed in
order to be used for impact/recovery analysis. Exampldsawhtare presented
in the following.

The first commercial product, SpectroRX [Apr, AprO4], beipart of the specifically
Spectrum Suite from Computer Associates (formerly frome@od, Aprisma, concerned with
and originally Cabletron System), is specifically concdroaly with recov- recovery recom-
ery recommendation, therefore not explicitly with the iropanalysis. It uses mendation

a Case Based Reasoning (CBR, see Sect. 3.6.3) approach festiution of only

problems. It can be used within the Spectrum suite or stanédbr enhanc-

ing an existing 3rd-party trouble ticket system for problessolution.

Its problem resolution method using CBR might be intereggstivut unfortu-
nately its is proprietary and details about it are not puplavailable. Im-
pact analysis is only covered implicitly by performing thelplem resolution
based on past problem solutions (CBR), i.e., by reusing arpasmmended
resolution of a similar solution and thereby also reusingliaitly the past im-
pact analysis done to identify this resolution. Above ghe&roRX seems not
to have an explicit instantiation methodology for the apgaiion to concrete
scenarios.

There are also examples of commercial tools which are caedewith both non-open,
impact analysis and recovery recommendation. ExampleSetemol/Impact proprietary
[Net, Net04] being now part of the Tivoli Suite from IBM (foerly from service
Micromuse), Service Navigator from HP [HP ], and Smarts Bess Impact dependency
Manager from EMC (formerly InCharge from Smarts) [Sma, S4}a0 models
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They all have some modeling of dependencies between resoard ser-
vices, but these models and how they are actually used féx &ife propri-
etary. As far as public information is available, the folingy can be said.
Generally these model all share the same limitations: Gonug the gran-
ularity of functionality definition (requirement R1.2),ein models are based
only on dependencies between services as a whole - as fafcasation
is publicly available. Refinement and decomposition inftedént function-
alities of a service, potentially also to particular seténstantiations of such
functionalities (such ag,,n use, N frnail use/send (QUthENtICatiorFyes) in the
example scenario of Sect. 2.3.1) and correspondingly kfilegpendencies
(Such asfauth/use — Jfmail/use/send (AUtheNticatior yes in Sect. 2.3.1) are
not covered. Aspects ofi : n dependencies and related aspects as redun-
dancy and load-balancing are partially covered by the pdggito somehow
aggregate status information along the service dependandgls. But fur-
ther temporal aspects, i.e., dynamics over time (requin¢fR2.1), seem not
to be covered. Whether multiple QOR/Qo0S parameters peurestservice,
i.e., also along the respective dependencies with a camnelspg mapping of
them, are supported is not clear from what is publicly atdéaWhat notions
of SLA, of business degradations (R3) and furthermore abvery actions
(R4) and of corresponding recovery plans are utilized isputiicly availa-
ble. Above all, also none of these products - as far as putiazmation is
available - has a top-down-oriented instantiation methmgiofor application
to a concrete scenario, and if so it is obviously propriet&yrthermore, the
coverage of the generic requirement R0.3, manageabilitage of updates,
may be insufficient: It is unclear how difficult it is for expeto modify the
modeling in case of changes on the service environment, wrfois the
degree of automation concerning this.

potential basis Nonetheless, each of these tools may be adapted to serveiaplemen-

of an tation platform for I/RA after an appropriate, consistentiapen modeling

implementation  concerning R1 to R4 has been established, as part of theogereht of an
I/RA framework. For instance, IBM Netcool/Impact providescess to many
other management data sources and to many other managewoisniMore-
over, it includes a policy language similar to an imperagivegramming lan-
guage in order to process events and combine them with o#itarsturces
and trigger appropriate actions in the environment.

Assessment Concluding, it can be said that all discussed existing ap-
proaches, in general share the following limitations conice I/RA:

e lack of genericity, or top-down-orientation; above all fapst products
even no open specification exists about how impact/recaueaiysis is
actually performed, or

e insufficient (or at least non-open, proprietary only) pbsisy to spec-
ify dependencies between service functionalities, thegrddations, and
potential recovery alternatives, in appropriate grantylaand accuracy
(R1 to R4), e.g., not explicity supporting detailed: n dependencies,
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modeling of redundancy, dependencies of quality parametiene de-
pendencies, or

e lack of a top-down oriented instantiation methodology @rawy also
the instantiation of the preceding item), which allows av&er provider
to apply the particular approach to his concrete servicaasoe in a

consistent way.

Consequently, it is really necessary to develop an integrilamework, in-
cluding an instantiation methodology, which consistemtigets all require-
ments of the classes R1 to R5.
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3.2 Related Work Concerning the Course of
the I/R Analysis Conceptually

In the following, approaches are discussed which are reteeathe course
of I/RA (requirement class R5) from a conceptual point ofavién contrast,
related work for the implementation level of the course BAMill be treated
in Sect. 3.6 instead.

Integrated Service Management A framework for integrated service
management was proposed in [DR02, DR03]. As not being spaltyfi
concerned with I/RA, it naturally cannot provide a detailbescription of
the tasks of I/RA (R5.1). However, it provides a generic,ralldramework,
in which the I/RA framework can be embedded: A componentitacture
being developed for the tasks of I/RA (R5.1) may be integkate this
generic service management framework, which would fatdite.g., the
access to the various pieces of management informatiorg bhe#cessary
for I/RA. That is why, the integration concerning the modglrequirement
classes, mainly R1 and R2, is shortly discussed here. Quingethe
first modeling requirement class, R1 (service modelingg following
can be said: The granularity of functionality definition acatresponding
dependencies thereof (requirement R1.2) is not fully cedere.g., with
respect to dependencies lig,n/use — fmail/use/send (QUthENtICAtIORFYES),
Tiplink(rrt_lrzy TSW_Z) - fip/use/con(path: Tmailin_tus « - « Cwebclient_mwn)a
T'websv(x) (Conﬁguration: SpeCia] - fwob/uso/apago_spccial/mysqconf) and
Tmailindmu fmail/use/mbox_access(userE LMU, g StUCD, in the example
scenario of Sect. 2.3m : n dependencies and their relationship to details
of redundancy/load-balancing is to some degree approabiiesb-called
OR dependencies within the QoS specification language Qbalextension
towards the second modeling requirement class, R2 (qualigieling), is
partially covered: On the one hand, with the QoS specifialimguage
Qual QoR/QoS parameters of services can be specified assibk aetailed
dependencies between them and between their values (R23), Riowever,
on the other hand, the specification and processing of dysaimiover
time of dependencies (R2.1) regarding dependencies oicesrer in more
detail of their QoS parameters and their values, is not agddck explicitly.
Concluding, the general modeling of the integrated sermoeleling itself
cannot fully provide a modeling concerning all requirensenit R1 and R2.
But, parts of its modeling can be reused for I/RA, especitig/generic QoS
language Qual for the specification of the mapping betwees pavameters
can be used for I/RA to describe dependencies between QaBnptar
(values) in general (compare Sect. 3.4).

Customer Service Management The Customer Service Management
(CSM) approach [LLN98, Lan01, Ner01], being related to the MNM-ser
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vice model (Sect. 2.2), proposes an integrated and uniqaegane between
a service provider and its customers for all managementectkasks. This
interface, the CSM access point (compare definitions in. et}, allows the
customer, regarding all management areas (FCAPS), torieactagement in-
formation about his subscribed services in an integrateldcansistent man-
ner, as well as to control and manage the subscribed seimiegsintegrated
way, to the extent as it is agreed with the provider.

Consequently, the CSM approach may also be used in ordealipa¢he in- assessment
terface to the customer for the I/RA taslistomer notificationf requirement

R5.1. Indeed, [Ner01], already comprises an extensivsitieation and sub-

division of management interactions between customer aovder for the

CSM access point. Specifically, the interaction clBssblem Management:

Status inquiry of a problem repom [NerO1] (compare Table 3.1) is the one

which has to be refined in order to specify the detail of thélt&sk customer

notification. This interaction class also comprises thesespf exchanging
degradation information of provider-external subsersiceorder to use them

for I/RA regarding services based on these subservices.

In addition to providing a basis for the I/RA task custometifiaation, es-
pecially the above mentioned CSM interaction classificatib[Ner01] (Ta-
ble 3.1), which represents a refinement of the managemectidunality clas-
sification of the MNM service model, can be used as a basis @mating of
service (management) functionalities of a concrete serseenario. That is
why this classification is specifically treated in Sect. B&s an extension to
the MNM service model.

IT Process Management Frameworks In the following two sections, the
established IT process management frameworks IT Infretstrel Library

(ITIL) and Enhanced Telecom Operations Map (eTOM) are erani re-

garding the coverage of the requirement class R5, espeBa&lllL concerning
the tasks of I/RA.

Further standards, but not being specifically concernetl thi¢ details of
IT management, instead being more concerned with high-fenancial as-
pects, ar&€ommon Objectives for Information and related Technol@pht)

[COB] and Balanced Scorecard [KN96].

3.2.1 IT Infrastructure Library

The IT Infrastructure Library (ITIL)is a collection of best practices for IT
processes in the area of IT service management. It is provageheBritish
Office of Government Commerce (OGE thelT Service Management Fo-
rum (itSMF)[itS].

In ITIL version 2 (ITIL v2) [ITI, Off99, Off00, Off01, Off02h Off02a,
Off02c, Off03, Off04], service management is subdivideiihl modules.
These modules are grouped into Service Support Set, whioprises provi-
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der internal processes, and Service Delivery Set, whichpcises processes at
the customer-provider interface. In each module proce$sestions, roles,
and responsibilities as well as necessary databases amntho#ts are speci-
fied. Generally, ITIL specifies contents and processes Wighaim of high
level of abstraction. Consequently, it is not concernedh\pdrticular mana-
gement architectures or tools.

Particularly, service fault management is specified by tloelutes Incident
Management process and Problem Management process WithiBervice
Support. Moreover, there is the Availability Managemerdgasss being part
of the Service Delivery. Thincident Managemerns concerned with the fast,
short term solution of newly occurring failures and degtehes in order to
ensure a continuity of the services. It uses $eevice deslas interface to
customers, e.g., for receiving reports about new incide3gsere failures and
degradations which cannot be solved or only temporarilyteesferred as
structured queries to the Problem Management for findingad, fiong-term
solution. The purpose of tHeroblem Managemerns to solve given, known
problems. This further includes taking care of keepingnitrés, minimizing
the reoccurrence of problems, and the provisioning of spwading mana-
gement information. After receiving requests from the diecit Management,
problems have to be really identified (complete root cauaéyais) and found
information about final recovery actions is transferrecheo€hange Manage-
ment, which is another module of ITIL. Thevailability Managemenhas the
goal to sustain and ensure the availability of all providE&érvices in order
to support the business at justifiable costs, over a peritichef

Regarding the processes, ITIL specifies only what has to be doa gen-
eral manner. Specifically, concerning I/RA or above all igstigular tasks
(requirement 5.1), ITIL does not provide in detail deséaps of steps or ac-
tivities which could be done in order to perform I/RA or oneitsfparticular
tasks. Above all ITIL generally includes no information htwe ITIL pro-
cesses can actually be performed, i.e., by which actuahtgabs or tools. It
includes only no particular definition of degradation angact, which can be
used for a detailed, recursive calculating of business aty gy using partic-
ular dependencies between resources/service functiesaind their degra-
dations: It is only recommended that the important busimegsct has to
be identified according to the needs of the business of thenargtion, and
that an impact analysis (e.g., entailed from resource degians) has to be
accordingly oriented towards a minimizing of such busiriegsact in order
to support the business as most as possible. Concludingyearct analysis
according to ITIL should be business-oriented, which majuide customer-
orientation depending on the definition of the businessgyoal

In 2007 a new, extensively revised version of the ITIL staddd&TIL ver-
sion 3 [Off07d, Off07b, Off07e, Off07c, Off07a], has beerbfshed. This
version contains much more processes than earlier onesgahthe cover-
age of the whole service life cycle. Nevertheless, the mpaeerelated to I/RA
(see above) are still in place and their recommendationsezaimg I/RA, in
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terms of workflow/process descriptions as well as of semioédels, and im-
pact/degradation definition, are still as vague as beforens€quently, the
new version does not provide additional benefit comparel thi¢ previous
version for the development of the I/RA framework in thisdise

Consequently, the recommendations of ITIL can only give esdints about assessment
what information has to be considered for the derivationusfiless impact
from resource degradations: Especially that an impactarsahas to be ori-
ented towards business-orientation and customer-otientaNeither a de-
tailed and explicit description of I/RA and its tasks can leeivked from the
ITIL specification, nor can the abstract modeling of the I'Hjhecification
be reused as a basis for an integrated modeling of I/RA wipeet to the
requirement classes R1 to R4. Nevertheless, after haviag developed
a detailed specification of the tasks of I/RA as part of theetigument of
the I/RA framework, and having a corresponding detailed efind regard-
ing R1 to R4 in place, this may be integrated with a concretstieg ITIL-
conforming infrastructure, being utilized in a concretevgze scenario.

3.2.2 Enhanced Telecom Operations Map

The Enhanced Telecom Operations Map (eTORB 05] is maintained and
standardized by th&eleManagement Forum (TMHETO]. The latter is
an international organization of service providers andpbars in the area
of telecommunications services. Similar to ITIL (Sect..B)2eTOM is a
process-oriented framework. But originally it was desdyfier a narrower
focus, i.e., the market of information and communicatiaryise providers.

Basically, eTOM is a process classification including a dpson for each
process contained. This classification is based on a hdakgrouping into
processes for customer care, service development & opesathetwork &
systems management, and partner/supplier. In additiere th also a vertical
grouping, distinguishing fulfillment, assurance, billjmg order to reflect the
service life cycle.

Concerning fault management three processes have beeedafong the
horizontal process grouping: Problem Handling, Servicagblem Manage-

ment, and Resource Trouble Management. The praéestsem Handling Problem
is concerned with receiving trouble reports from custonsrd with solv- Handling
ing them by using the Service Problem Management. Moredverovides
information to the respective customer about the currattstof the trou-

ble report processing as well as about the general netwatlsstincluding

planned maintenance. In addition to that, Problem Handilagjto inform the
QoS/SLA management about the impact of current errors oSltiAes.

In the processService Problem Managemergports about service failuresService
affecting customers are received from Problem Handling &ptopriately Problem
transformed. A task is further to identify the root caused @nidentify and Management
realize a problem solution or a temporary workaround.

77



Chapter 3. Related Work

Resource The procesf®esource Trouble Managemeasitoncerned with related tasks on
Trouble the resource layer: It is responsible for resource failweneanalysis, alarm
Management correlation & filtering, and failure event detection & repog. Moreover it

has to execute different tests to identify resource faslufeurthermore, it is
tracking the status of the processing of the trouble repsitsilarly to the
functionality of a trouble ticket system.

process Although the process classification in eTOM distinguishdarge number
descriptions of processes, the description provided for each processtigaeny detailed.
very rough Generally, eTOM is useful as a check list summarizing whpeets for the

management processes have to be taken into account. Mgrédwse is no
methodology for applying it to a concrete scenario.

assessment Concluding, eTOM provides the possibility to basicallysddy I/R analysis
and its task (R5.1). It can give hints about what to perforngémeral in
these tasks. But, as a detailed description for these tasksot be derived
from eTOM, similarly as with ITIL (see Sect. 3.2.1), a detdil integrated
workflow modeling for the tasks of I/RA has to be performed ag pf the
development of the I/RA framework. This will be actually bdson some
previous work already described in [HSS05a, HSS05b], wbarhbe used as
a basic starting point.
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3.3 Related Work for the Service Modeling
In General

Here approaches are discussed being relevant to the neguntelass R1, i.e.,
concerning the modeling of service in general. Generally,dkconcerned
with the modeling of resources and service functionalitesswvell as with the
modeling of dependencies between resources and servicgdinalities, in
appropriate granularity.

In Sect. 2.1 particular terms, concerning also the modaingsources and terms used
service functionalities in general, have been introdu@ukcifically, for the
termservicewhich is defined in various ways today, the particular debnit

of Sect. 2.1, being consistent with the MNM service modet{S22), is used

in the following.

Modeling of redundancy and load-balancing The requirement R1.4, be-
ing concerned withn : n dependencies between resources and service func-
tionalities, is related to aspects likedundancyandload-balancing For ac-
curate calculation of impact by I/RA, a detailed modelingtodé connected

m : n dependency and the details of the related redundancyfakmhcing

will be necessary.

Both, redundancy and load-balancing are mainly applie@sources, while
they in principle can also be applied to functionalities.ridally, both may
be applied for the purpose of performance enhancementramdiability en-
hancement.

Load-balancing can be classified according to the disiobuthethod it uses.
Typical example of the distribution method for load-balagcre:

round-robin (e.g., DNS round robin)

random

hash-based (i.e., distinguished by client address)

least resource usage

Load-balancing is widely applied for performance enharebut depend-
ing on the distribution method can be also be used for rdiiglenhancement.

A modeling of dependencies suitable for I/RA will have tolude all aspects
of m : n dependencies and the related redundancy/load-balangingces-
sary for I/RA: For example, in case a round-robin distribaotmethod is used
for two load-balanced resources, and one of two resourcesfering a com-
plete outage, on average, only each second resource acitlefssl vas the
other resource is still left working. That is, without a coage of these details
of am : n dependency by the service modeling, I/RA will fail to acdaha
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derive the resulting impact of resource degradations im@pfate granular-
ity. The above introduction about redundancy and spedyitahd-balancing
provides a rough basis of what has to be supported for by aroppate
modeling, e.g., in providing a potential, basic classifarabf load-balancing
distribution methods.

UML The Unified Modeling Language (UML)[RJB98, OMGO07a,
OMGO7b] is an object-oriented, generic, universal modglamguage, which
is widely used today for Software development as well as pacHication
tasks in general. It is also used as basis for various appesafor service
modeling including some of them discussed in the following.

As UML is a totally generic, object-oriented modeling laage, it can in any
case be a suitable basis for the modeling of services reggtioke requirement
class R1, possibly also for the modeling of the requiremkarsses R2 to R4.

To cover different aspects of modeling, there are diffetgpés of UML dia-
grams, e.g., class and object diagrams, use case diagretiady aliagrams,
interaction diagrams. Particularly activity diagrams\ypde a convenient way
for workflow modeling. So, this type of diagram can be useddescribing
all tasks of I/RA as appropriately refined workflows.

The modeling in UML is based on a meta-model [OMGO07a, OMGOTb]
this UML meta model, the concept of a dependency is basidalipduced
as ageneric relationshifpetween itgelated (meta) objectdurthermore, the
UML meta model explicitly introduces a refined kind of retatship, thedi-
rected relationshipwhich subdivides itselated (meta) objectspecifically
into sourcesandtargets the latter ones being dependent on the former ones.
This notion of a of directed relationship is in UML mainly alsas a general
meta model concept, generalizing abstract modeling osighips like e.g.,
the refinement from an interface to its implementation. Noeless, in this
thesis similar terms concerned with directed relationslaip the ones intro-
duced above will be used throughout this thesated objector more pre-
cisely dependent objectsf a dependencyand more specifically theources
or source objectsas well agargetsor target objectof adependencyinstead
of describing generic meta model concepts as in UML, thelheihg used to
describe dependencies between resources, service fualdies, their degra-
dations, and their potential recovery, that is for modeliggpendencies of
objects concerning R1 to R4.

Internet Information Model The Internet Information Modewas de-
signed by thelnternet Engineering Task Force (IETREEMRW96] for the
specification of management information in the IP world, endidely used
today. The management information is stored in a so-cdladagement
Information Base (MIB)For the exchange of the management information
usually theSimple Network Management Protocol (SNMiBo proposed by
the IETF is used. A MIB comprises a set of MIB variables. SudiB Mari-
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ables are used to describe particular aspects of the maeagénIP devices
and IP networks. Moreover these MIB variables are hieragdlyi organized
in a common Internet registration tree. Different extengarts of this tree
are administered by different organizations, such as atgicy the IETF it-
self or by other standardization organization for inteiggahew standards, or
by commercial vendors. Concerning the latter, a large seenélor-specific
MIB variables exists in so-calleehterprise MIBs

The modeling paradigm of the Internet Information Modeluste simplistic  simplistic
as it supports no object-orientation (especially no irthade) or above all modeling
not the definition of complex containment structures. Thiy onganization approach
of the model is provided by the Internet registration treecis usually not

modified by normal customer/users but only by the above raeatl admin-

istrating organizations. Moreover, the simplistic apgtoantails that related
information parts with a common aspect, e.g., all inform@atoncerning the
interfaces of a IP router, is scattered over the whole negien tree.

Above all, most extensions for the registration tree areceamed with tech- no real
nology specific or at least resource-oriented aspects. ileespa few efforts extension for
to integrate service-related information such as [HKS®@8, model is only modeling of
focused on resource management. Therefore, the managerfeniation Service
made available by the Internet Management Model today isprmtiding dependencies
any real basis for the modeling dependencies of servicdituradities, their

degradations, and their potential recovery, i.e., conogrR1, and the exten-

sion towards R2 to R4.

The Open Systems Interconnection (OfD5192] was a standardization ef-
fort for networking in general. It comprises an object-otezl management
information model which is highly superior to the Internetdrmation Mo-
del treated above, e.g., by including modeling feature$ sicinheritance
and complex containment relationships. However, the Ofitageh and es-
pecially its information model was never widely accepted ased, especially
not for the purpose of service-oriented management asdhis is regarded
today.

Particular approaches for service modeling The approaches for IT Ser-
vice Modeling which are specifically investigated concegservice model-
ing are the MNM service model, CIM, ITIL CMDB, SID, and the Siee
MIB approach. These are treated in detail from Sect. 3.3.%dct. 3.3.5
respectively. The MNM service model was already basicaityoduced in
Sect. 2.2, but in Sect. 3.3.1 further aspects and extenarenseated. As the
analysis will show, none of these approaches fully and eitlylicovers all
requirements of R1. But, an adaption of one of them or a coatigin of
multiple ones may be designed to fulfill all the requiremeritR1. For such
an adaption, an integrated modeling for all aspects of theirements of R1,
being compatible with the other modeling requirement eag?2 to R4 will
have to be developed as part of the I/RA framework.

In the following, research approaches for the specificato, as it is often
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related to the former, the finding of dependencies betwessurees, service
functionalities, and their degradations are presented.

Research concerning dependency modelingThe specification of depen-
dencies, namely of resources and service functionalitiesir particular
degradations and their potential recovery, is crucial i@Al (R1 to R4).

But, despite of the importance of dependencies for fautjrtigis in general
and other management tasks, dependencies and their featerenost often
described only superficially by the various existing apphes and standards
concerned with service modeling.

The CIM model (Common Information Model), being treated reajer de-
tail in Sect. 3.3.2, is one of the few existing standards whscexplicitly
concerned with the modeling of dependencies, yet withouégong the de-
tails. The CIM core model [GRM97] comprises a generic depeny class,
similar as the UML meta model (see p. 80), from which othess#s can in-
herit. However, the dependencies include nearly no paati@aitributes and
are above all not concerned with services in the meanind# ffamework.
Dependency graphs based on CIM dependencies are used in[@sGfor
problem determination. A particular extension of CIM foe hurpose of fault
diagnosis and impact analysis of telecommunication sesvi€ addressed in
[SS06].

In general, dependency graphs are a common concept to meukshdencies
for the purpose of fault diagnosis. Particularly, [Gru98u@®] presents a
generic approach for such graphs. But, the dependencieséhees and their
particular features are not further addressed. In [KKOJemhelency models
are basically categorized infanctional structural andoperationalmodels.
Furthermore, [KKO01] discusses the acyclic nature of depang graphs as
one of their important aspects: Mutual dependencies oretivice level usu-
ally indicate a bad design.

[EKOZ2] proposes an approach to manage service dependeaigsularly
with XML (eXtensible Markup Languageflefining a resource description
framework. Moreover, a further approach using XML based anltMWVide
Web Consortium’s (W3C) Resource Description Framework R con-
cerned with the modeling of dependencies. This approadhdas only ex-
amples of potential attributes for dependencies, sucheasttiength (likeli-
hood that a target component is affected if source compda#siy, the criti-
cality regarding the goals of the organization, and the ekegf formalization
(how difficult it is to determine the dependency). A subseqpaper [EKO02]
discusses challenges of dependency graphs, e.g., thibulisin of the the
graphs, missing information, and efficient queries.

In [CR99] the dependencies for services offeredrigrnet Service Providers
(ISPs)are classified in the following way: Aexecution dependendgnotes
the relationship of the performance of an application sepvecess and the
status of the host. Aink dependencygenotes the relationship of the service
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performance and the status of network links. Moreovegraponent depen-
dencydescribes the fact, that, in case of an Internet serviceighavided
on different load-balanced servers, e.g., using rounthrBINS scheduling,
the performance depends on the currently selected serveimtér-service
dependencygenotes the relationship between services, e.g., an eseraite
depending on an authentication service and on a storagese@rganiza-
tion dependenciedenote the relationship among multiple domains, i.e., if
dependent services and/or servers belong to different ih@mA methodol-
ogy to discover these dependencies was addressed in [RCNPApsts, IP
links, and components in general are resources used facesnBut in the
MNM service model there are other, more general types ofuress, e.g.,
staff or used processes, which are obviously not covere@B@9]. Anyway,
[CR99] is restricted to ISP scenarios. In this thesis, thesyexecution de-
pendency, link dependency, and component dependencytigrihe general
category of dependencies among resources or dependeamiesesources to
services/service functionalities. The inter-serviceatefency and the organi-
zation dependency, corresponds in this thesis to depeiedebetween ser-
vices or service functionalities, either provider-int&iy or among multiple
providers (subservice usage), respectively.

A strength attribute for dependencies is defined in [BKHGihg the values
strong, medium, weak, or absent. Further dependency madeisresented
in [CJO5] based on multi-layered Petri nets, as well as irsfH4 being con-
cerned with dependencies of software classes.

Regarding I/R analysis, especially requirements classRtlalso the possi- assessment
ble integration and extension for the further modeling rexquent classes R2
to R4 the following can be said: The generic idea of dependsrimetween
objects (for R1 and R2) is addressed by most approachesphetaf them
includes the detail in an integrated way as demanded by therezments: no
consideration of time-dependence, QoS mapping or othempeterization
of dependency instances, no details concerning dependereyed, no con-
sideration of redundancy modeling or generic combinatfonutiple depen-
dent dependencies (composite dependencies) with thetextep AND/OR-
dependencies which are too simplistic. Concluding, thetayd approaches
for modeling of dependencies for services cannot be redadeatisfactory
concerning the requirement class R1, because they arergetead towards
the needs of service-orientation in general, and spedificatt towards the
needs of I/RA.

In [Mar06, HMSS06] a modeling particular for dependencreservice mod-
eling was approached. So-calledmposite dependenciage introduced for
modeling specificallyi : n dependencies. However, the approach is not yet
specific enough to cover all details necessary for I/RA inrappate gran-
ularity and accuracy. Concerning R1, the details of redoogand load-
balancing have not explicitly been covered, although themusite depen-
dency approach might provide a general basis for modeling of» depen-
dencies. Moreover, with respect to the other modeling reguent classes,
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R2 to R4, no explicit extension for time relationships (dynes) as well as
dependencies of QOR/QoS parameter (values) were congigete

Research concerning dependency finding For the particular instantiation
of the I/RA framework to a concrete service scenario, egilgadependencies
in the given service scenario, concerning basically R1alad for extensions
towards the other modeling requirement classes R2 to R4 haile to be

identified. That is why, in the following research approachencerning the
discovery and identification of dependencies with respgesétvice modeling
are treated.

[SS04] describes various methods for obtaining fault iaeéibn models. Of-
ten the discovery of dependencies is possible only in a tdogy depen-
dent manner. For example, DNS-related dependencies (a@g)tawe usually
not be stored explicitly in configuration databases, butehawbe determined
from files like “resolve.conf”. Thd”hysical topology MIBBJOO0] provides
an information source for IP networks. In [BCO3] serviceommhation is
auto-discovered from the configuration of network elemerits [KKCO0O]
the querying of system configuration repositories is apgred.

In [GNAKO3, AGK*04] a method using passive monitoring is utilized to dis-
cover dependencies analyzing observed interactions.ddedsaces are used
in [AMW *03] for the discovery of dependencies. The number of intemas

is used as indicator of the dependency strength. A subsegquétication
[AAG *04b] treats the effect of inaccurate modeling for problenedrina-
tion.

Basically, such inaccuracies originate from missing osdatlependencies
which are can be mostly avoided using instrumented c@gmlication Re-
sponse Measurement (ARMRM98] provides the possibility to instrument
applications in order to collect additional monitoringaniation in general.
A set of libraries for code instrumentation is also presgiimg KHL 799]. A
particular approach that uses instrumented code for depeydletermina-
tion is given in [BKKO01, BKHO1]: Nodes of interest are iddigd and their
code instrumented for monitoring. Afterwards, the effedtgerturbating and
injecting faults into the nodes are monitored. Moreoveg,¢hanged system
behavior is used to determine the strength of dependentie\are grouped
in four levels. Obviously, it is necessary to carefully gpplich a method in
production environments. Generally, the effort for instenting code may be
high, and above all instrumentation is often not possibklisituations.

There are also approaches to use particular methods froaréheof Al (Ar-
tifical Intelligence). [EnsOlb, EnsOla] presents a neuealvark based ap-
proach. For each pair of related resources in a network tvtgés moni-
tored, using indicators like CPU load (for the whole devicper application),
bandwidth utilization or combinations of the former onebeTespective ac-
tivity curves are used as input to a neural network which dkiwhether
relationship between these activities exists. Furtheemapproaches which
utilize data mining techniques to event log files in orderdentify patterns
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have been proposed [TJO1, BHIA1, HMPO02]. Identified patterns are used
as indicators of dependencies.

As the above analysis has shown, the automated discovemypaihdiencies assessment
especially on the service level is still subject to ongoiegearch. So, even
if some approaches for the automated discovery of depereteexist, which
may support the instantiation of the I/RA framework to a gete service sce-
nario, the documentation of dependencies with respectricsemodeling is
a great issue: The documentation of services which is reddar change ma-
nagement anyway should therefore be combined with thelphdalcumen-
tation of dependencies among functionalities and betweectibnalities and
resources. For dynamics of dependencies, e.g., whicht ckegnest makes
use of which load-balanced resources, specifically insgnied code in con-
nection with the documentation can provide a solution. @r#source level,
the discovery of dependencies is usually technology spedior instance,
IBM Tivoli Application Dependency Discovery Manager [IBMjrovides a
set of 250 product specific sensors for such a dependenayveisc

3.3.1 MNM Service Model

The MNM service model [GHH01, GHK"01, GHH"02] basically has been
presented in Sect. 2.2, and was particularly used therédn&déscription of
the example scenario in Sect. 2.3. In the following furtregrescts and exten-
sions are added to this basic introduction.

One important aspect for I/RA is the granularity of funcadity definition (re- classification of
quirement R1.2). The subdivision of usage functionalitygsally depending management
in the concrete service, but concerning the management georeric subdi- functionalities
visions are already in place with the MNM service model: Asdduced in

Sect. 2.2, the MNM service model makes a basic distinctidwéen usage

and management of a service. Consequently, the overaltifunadity of a

service is basically divided into usage functionality andnagement func-

tionality. Moreover, particularly, for the managementdtionalities, a basic

(interaction process) classification was introduced. Moee, a generic ser-

vice life cycle comprising the phases negotiation, pransig, usage, and
deinstallation were identified for use with the model. Fid. $hows this ma-

nagement interaction classification with the specific pha$é¢he service life

cycle where they occur.

In [Ner01] all management interactions necessary betwestomer and pro-
vider of service have been investigated in detail with respethe CSM ap-
proach (compare p. 74), which lead to a refinement the baassification

of management functionalities. Table 3.1 shows an overokthis refined

classification of interactions between customer and pesviok management
purposes, at the Customer Service Access Point, accomljingt01].

Either the basic or the refined classification of managemamttionalities
can be used as a starting point for modeling the managemeatidanality
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Interaction Class:

Interactions:

Inquiry
Management

List all services in service catalog

Inquiry of service specification of a service

Search of a service with special characteristics

Determination of customer profile

Input of standardized customer’s invitation

Input of individual customer’s invitation

Order
Management

Input of customer’s order

Information inquiry about acceptance of order

List all orders of a customer

Information inquiry about a specific order

Status inquiry about a specific order

Modification of an order

Cancellation of an order

Interaction concerning delays of order realization

Configuration
Management

Overview of all configured services

Status inquiry about configuration of a service

Notification about change of service configuration (by pdev)

Problem
Management

List all maintenance notifications of a customer

Get contents of a maintenance notification

List all problem reports for a customer

Get contents of a problem report

Input of new problem report

Status inquiry of a problem report

Modification of a problem report

Cancellation of a problem report

Checking of problem resolution by customer

Quality
Management

Status inquiry about service access point

Overview of status of QoS parameters

Status inquiry of a specific QoS parameter

Notification about SLA violation (by provider)

Accounting
Management

Information about current service usage

Sending of invoice (by Provider)

Information about accounting-relevant aspects

Change
Management

Request for change

Information about acceptance of change

List all change requests

Get contents of a specific change request

Status inquiry of a specific change request

Modification of a change request

Cancellation of a change request

Interaction concerning delays of change realization

Table 3.1: CSM interaction classification according to [NerO1] (ietions
are customer-initiated if not indicated otherwise)
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Life Cycle Phases

Nego- | Provi- Deinstal-
tiation | sioning lation

‘ Usage

Contract Mgmt
Provisioning
Accounting Mgmt
Problem Mgmt
Security Mgmt
Customer Care
Usage
Operation
Change Mgmt
Deinstallation

Process Classes

Figure 3.1: Service life cycle and interaction classification of MNM Ser
vice Model

of any given service. Concerning I/RA, such a subdivisiomainagement
functionalities may be necessary, as each managemenidnaliy may have
different particular dependencies concerning their dégrans, and so the
knowledge of these particular dependencies may be negdesdetermining
entailed business impact in appropriate detail (compa2® m Sect. 2.3.1).

Particularly in [GHH"02] it was described how the different (usage and maxtension of
nagement) functionalities of a service can be modeled iaildeith UML di- MNM ser-

agrams (p. 80): vice model for

. . . . specification of
Basically, on the one hand, the different functionalitiesrrespond to .. - ton

use cases in a UML use case diagram giving an overview of thetitun- process of a
alities as well as their basic relationships. The differetationships which fnctionality
can be modeled already roughly (no additional dependendpuwes, only

1 : 1 relationships) on this level, are basically inheritanceisé cases (func-

tionalities) and the dependency between use cases (foatities). Inheri-

tance of use cases can be represented explictly in UML, abdtee latter

can be represented lmnycludeor extendrelationships between use cases.

On the other hand, for each functionality, the detailedraxtgéon process (bet-
ween user/customer and provider) may be specified by sepdidt. dia-
grams. There are actually three specification levels, eathavdifferent level
of detail: First, there is the modeling of the interactiongeass with respect
to the service view, i.e., the common perspective of custand provider.
This is done by UML activity diagrams, one for each functidga Second,
for approaching the modeling of the provider-internalizsglon of a functio-
nality, the interaction process of each functionality mayrepresented by a
refined activity diagram, which includes provider-intdragpects not visible
and known to the user/customer. Third, as a further refingrtreminteraction
process for the realization of a functionality, as part @& $slervice logic, can
be specified in detail, including access point to resourcelsusage of sub-
service (functionalities) by subservice clients. For {ld$iH"02] proposed
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so-called UML collaboration diagrams, which nowadayshia¢urrent UML
standard, are called UML communication diagrams. Conolydihe exten-
sion of the MNM service model described in [GHBR] provides a detailed
way to describe all functionalities of a service. The speatfon by the first
level, i.e., using activity diagrams for specification oé tinteraction process
of a functionality from perspective of the service-viewshmeen particularly
used by [Sch00, Sch01] for the specification of SLAs (comsaet. 3.5.1).

In addition to providing a way how to use UML diagrams for tpeaification
of functionalities, [GHH 02] presents a complete instantiation methodology,
which allows to apply the MNM service model (with the extemsof using
particular UML diagrams) to any given, concrete servicenac®. For this
actually two different methodologies are specified, onedown oriented and
a bottom-up oriented one. Basically, the former one is custeoriented,
starting from the requirements of the customer side, amgbtizng towards an
appropriate design and implementation of the service. hirast, the latter
one is more provider-oriented, starting from a (given) iempéntation and
targeting towards an appropriate common definition of theise between
customer and provider (service-view). The former one camsieel for service
offerings, or for designing a service from scratch, theelatine can be used
for reverse-engineering of existing services.

Concluding, the MNM Service Model, together with its ingtation method-
ology, allows to model any given service scenario. But, af@nallows to
specify functionalities in detail, it is not yet concernegbkcitly with the de-
pendencies of the functionalities and their particulaiad®t Nevertheless,
the specifications of functionalities by UML diagrams may used as an
overview to identify all dependencies. Moreover, in gehetree MNM mo-
del provides a generic, sound, consistent basis for the Ingdef service
functionalities. Therefore, it might be used as a basis forodeling to de-
velop as part of the framework, which eventually fulfills eljuirements of
R1, and also provides the possibility to integrate all fartaspects of the
other modeling requirement classes, R2 to R4. For exantpl®jnctionality
classification, basically distinguishing usage and mamesge, and further the
subclassification of management functionalities may b asestarting point
to fulfill the requirement R1.2 (granularity of functionglidefinition).

3.3.2 CIM

The Common Information Model (CIM, [CIM]) is developed byetindustry
organizatiorDistributed Management Task Force (DMTWwhich is the suc-
cessor of thddesktop Management Task Forc@riginally, the goal of this
standardization effort was the detailed modeling of a caempsystem. This
has been extended to also address network related issuemddeling com-
prises a large and detailed set of modeled entities, suchyasgal network
connection equipment, complete hosts, applications, @n eger passwords.
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The aim of CIM has been to completely replace the existingrirgt Informa-
tion Model (p. 80) due its limitations.

CIM, being based on UML (see p. 80), is divided intG@are Modelcompris- detailed
ing basic classes and various extensionsWoekgroup Modelswhich share modeling of
model parts via the Core Model. It provides class diagrantls avlarge num- resources
ber of attributes and methods which are also specified in tehime-readable
Managed Object Format (MOFiles. The overall management approach with

CIM is calledWeb Based Enterprise Management (WBEW} proposed to

access CIM data with &M Object Manager (CIMOMmodule for which a

set of implementations exists [Hei04]. Naming conventicens vary between
organizations so that CIM implementations are usually metctly interop-

erable. CIM mostly deals with network and systems managenidm stan-
dardization of service-oriented information is limiteddefinition of service

attributes being directly associated with device atteut

Concluding, CIM provides many classes (more than 1000) atitilbutes be- assessment
ing useful for network and systems management. But, duesteufficient

coverage of service management information, it is not blétéor service
management purposes, especially regarding the requitesizess R1. Nev-

ertheless it may be used for modeling dependencies betvesennces or at

least can be a source of such dependency information.

3.3.3 ITIL CMDB

ITIL (Sect. 3.2.1) recommends to use a so-callexhfiguration Managementabstract recom-
Database (CMDBJOff00] to serve as a common information source. Theendation for a
CMDB primarily stores information for the Configuration Magement, but configuration
other parts of ITIL propose to extend the use of the CMDB feirtpurpose. database

The CMDB as common information source should contain thaticeiships

between all system components, including incidents, prab| known errors,

changes, releases, as well as reference copies (or respesfierences) of

software and documentation. Furthermore, the informagioout IT users,

staff, and business units can be included. Beyond thistieennation about

SLAs and their relationship to other information parts ie tMDB can be

added. The particular pieces of information stored in theDBVare the so-

called Configuration Item&Cls). ITIL does not specify how these Cls have

to be modeled and above all not how the CMDB can be implemeritbais

is entailed by the high-level nature of ITIL which allows argzations to

implement the framework according to their specific requizats.

Because of this fact, the CMDB cannot be used as a basis faceanod- assessment
eling concerning the modeling requirement class R1. Natesls, having

developed an appropriate modeling for I/RA framework, ityrba combined

with a particular implementation of the CMDB in a concretersario.
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3.3.4 SID

The TeleManagement Forum is developing a framework foraipmr support
systems which is calletilext Generation Operation Support and Software
(NGOSS)TMF04b]. The goal of this framework is to create a vendoreind
pendent architecture for operation support systems fochvhicomplete ma-
nagement solution can be built from independent modulesually, eTOM
(see Section 3.2.2) has been incorporated as part of NGOS&oWker, an-
other part of NGOSS is th&hared Information/Data Model (SID)MF04a]
aiming at the standardization of IT asset management irdgtbam as required
for telecommunication service management. So, SID as thermm infor-
mation source for eTOM corresponds to the CMDB as the inftionaource
of ITIL.

Even though some basic concepts of CIM (Sect. 3.3.2) are tisedvork is
not entirely based on CIM. The model is object-oriented anactured into
a hierarchy of levels according to a top-down approach. Agated System
Entities and Aggregated Business Entities are used forfereiftiated view
on resource-related and business-related informatiorSfB@]. While the
two top layers of the hierarchy already are in relatively unatstate, much
work has to be done for the lower layers, e.g., concerningdéfmition of
necessary attributes. Services are separated into twerehtf views which
are basically modeled independently from each other. ThetdbuerFacing
Services are modeling information with relation to servitegnagement at the
customer provider interface, whereas the ResourceFaeinc8s are model-
ing the utilization of resources for the realization of seeg. This separation
has the advantage of allowing an easier modeling of thenmdition needed
for a particular purpose in the first place. However, thisiltssalso in the
requirement of adding additional pieces of informationefbect the relation-
ships across the CustomerFacing and ResourceFacing &erifar example,
resources are used to provide a certain quality of serviaistomer-oriented
fault management (CustomerFacing Service) thereforedascess informa-
tion from the ResourceFacing View to investigate the resmaimwhich are
entailing certain degradations of quality of service.

Generally, a big challenge in real world scenarios is théication of infor-
mation about particular devices. The information is uguadit only vendor-
dependent, but may also differ among different releasekeosdme vendor.
SID appliedesign patternsa general technique in software engineering, such
as the composite pattern, to address this issue.

The development of SID is still in progress, but generallydpproach is very
promising to address the needs of service-orientationdritture. Thus, for
I/RA it can only be partially considered as basis for a madgtoncerning
the requirements of R1 and potential extensions toward® Rt
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3.3.5 Service MIB approach (SMIB)

The approach of Martin Sailer [Sai05, DHHS06, DgFS07] isedasn the adequate
MNM service model (Sect. 3.3.1). It aims at addressing tls&ids and modeling of
deficits of the existing standards regarding service-taim. This approach service

is calledService MIB (SMIB}argeting to build a common repository of almanagement
information required for service management. information

A basic role for the description of a service have the soedakrvice at- based on
tributes In [DgFS07] a specification methodology for them has beersdd, service

which is illustrated in Fig. 3.2. attributes
1. Declare static attributes
- 322’2;?{,}%0,1 Phase Related Concepts, Tools etc.

2. |dentify relevant components \ deri i
3. Identify relevant attributes \ erive | ITIL, SLAs, FCAPS, Customers’ requ.

per component
4. Determine measurement

parameters / monitor| ganglia, cacti, nagios, OpenView, SMONA

define | CIM, SID, IIM, SISL

— sampling rate, # of samples
— data format, API, Protocol

5. Determine aggregation rule use Management Application, PbM etc
for service attribute

Figure 3.2: Methodology for the specification of service attributes H3§7]

This methodology is divided into the separate phas&sve defing moni- attribute
tor anduse In the derive phase the requirements for service managemelgtivation
information are derived from the requirements of custonasrsvell as from methodology
management frameworks (in particular ITIL, Sect. 3.2.1he Tocus of the

work is on thedefinephase which is subdivided into five subphases: First,
information of an attribute which is regarded as statichsagname and des-

cription, is specified. Second, dependencies on othercgsrar resources are
identified, for which methods such as the ones treated on ga®%e applied.
Following, these dependencies are refined by identifyimggarameters of

the related services or resources which are relevant faradfiresponding ser-

vice attribute. A measurement methodology is specifiedfes¢ parameters,

and afterwards a set of aggregation rules is determinedhelmonitor phase

the defined parameters are continuously monitored as haeeqg specified.

For this theService Monitoring Architecture (SMONAlJchitecture has been
developed. At last, the measurement results are report@dtagement ap-
plications in theusephase.

The service attributes are denoted in a declarative XMletéenguage called
Service Information Specification Language (SIE29ing so they are inde-
pendent of a specific implementation. The term servicebaitei used here
includes QoS parameters, but can also comprise other ésatiira service
which are not directly related to QoS, such as the use ofgtospace by the
service. This language will be discussed in more detail t1.54.2 concern-
ing the specification of mapping between QoR/Qo0S parameters
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Basically, the Service MIB approach seems to be a promisasisifor the
modeling requirements of R1 (and extensions towards R2 fo Rdow-
ever, a particular modeling covering really all these regmients in detalil,
specifically dependencies between particular functitiealand their instanti-
ations, as well as dynamics of dependencies are not covetedgnetheless,
the service MIB can be used as consistent repository for méstmation
needed by I/RA regarding R1 to R4. Particularly, the SISLgleage may
be used to specify degradation dependencies between Q8RIQameters
(see Sect. 3.4.2). Moreover, its SMONA architecture presid way to mea-
sure and to access all additional information necessargdtmulating such
dependencies.
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3.4 Related Works for Degradation and
Quality Modeling

In the following, related work is discussed which is relevenrequirement
class R2, that is for degradation and quality modeling. €bmaprises related
work for the classification of degradations in general, alé agethe modeling,

measurement, and mapping of QoR/QoS parameters for anadearecifi-

cation of the degradations.

Research concerning degradation classification In the literature, various
classifications for degradations according to differepeass have been intro-
duced. These classifications are most often using the fisgtare instead of
degradation

One potential, basic classification [Guo04] is taking intco@unt the partic- different
ular, negative influence on the communication of the resgectailing/de- classifications

graded request/response pair: according to
different
e omission failure aspects

— send omission failure
— receive omission failure

response failure: incorrect response to a request

— value failure: wrong value returned

— state transition failure: expected state change not paddr wrong
effects

timing failure: failure to obey specified bounds of timinghstraints

arbitrary failure: creating arbitrary responses at aabjttimes

crash: repeated, continuous omission failure

Furthermore, failures can be classified by the structurbeif appearance as
random failuresor systematic failures

In [Can03], regarding the evolution in time, failures arasslified as perma-
nent (completely), intermittent, or transient. Moreovar[Can03], failures
are classified by thefailure semanticgmainly of interest when the failure is
externally detectable):

o fail-silent: resource/service stops after failure cortglle without re-
sponding anymore.

o fail-stop: resource/service stops after failure only meitug constant
value.
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e byzantine failure: resource/service fails in an arbit@rynalicious man-
ner.

e fail-fast: in the beginning for a short period of time byzaetbehavior,
but afterwards fail-stop.

To this classification of failure semantics of [Can03], aeirmediate level
fail-stutter, as introduced in [ADADO1], can be added. Fail-stutter i®neg-
alization of fail-stop considering multiple levels of penfhance degradations.

Any of the classifications of failures or degradations gigbove provides as-
pects which might have to be taken into account when apatgbyimodeling
degradations and their dependencies for I/RA (R2), thattissinecessary for
determining business impact in appropriate granularitgamuracy.

QoR/QoS management Instead of only classifying, QoR/QoS manage-
ment in general tries to specify, measure, and potentiadp mhe concrete
value (ranges) of degradations by referring to quality peaters. Quality
parameters for resources are usually catjedlity of resource parameters
(QoR) sometimes alsquality of device parameters (QoDJorrespondingly,
Quality parameters for services (or service functioregditn detail) are called
guality of service parameters (QaShat is, degradations of resources or ser-
vice functionalities can be in detail described by the cetevalues of one or
multiple affected QoR/Qo0S parameters of the resourcesreicedunctiona-
lity.

QoR as well as QoS parameters have to be uniquely defined: ah sjee-
cification of theQoR/Qo0S parameter metri@as well as a specification of
the correspondingly useQoR/QoS measurement methodolagymportant
(compare introduction of QoS parameters in the exampleaseon p. 37

in Sect. 2.3.1). For QoS parameters such clear specificatioormally
agreed between the customer and the provider, whereas tRasefined
and known only provider-internally.

Examples in general for QOR/Q0S parameters are availabitireliability.
However, in order to be really usable, e.g., for I/RA, the@ete definition
(in terms of metric and measurement methodology) used fir ebthem has
to be known. An overview and classification of QoS in genaesapproached
in [HSSO04].

Especially for I/RA with respect to requirement class RZe¢éhaspects of
QoR/QoS parameters are important: the specification of QoR/parame-
ters and their values, the measurement of their actual sahred the map-
ping of QOR/Q0S parameters and their values. The last agpspecifically
concerned with dependencies between QOR/Qo0S parametrhein val-
ues. Concerning I/RA, for each individual dependency abueses or service
functionalities, this last aspect may be important as aegfent or not, de-
pending on whether this information is needed for accuraterchination of
business impact.
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Two particular approaches from QoR/QoS management coedemith the
modeling of quality as necessary for I/RA, are treated iraidlefThese are
the approach by Garschhammer for customer-oriented QoSurezaent
(Sect. 3.4.1) and the SISL language used for the specificafithe mapping
of QoS parameters and their respective values (Sect. 3.4.2)

A further, generic approach for the specification of QoS pextar and map-
ping of QoS parameters, has been presented in [DR03]. Avieveof QoS
specification languages in general, most of them bound toifspéypes of
scenarios or technology, is given in [Gar04].

3.4.1 Approach for customer-oriented QoS

The approach by Markus Garschhammer [Gar04] is based on i ker-
vice model (Sect. 3.3.1). It addresses a methodology forctisomer-
oriented specification and measurement of QoS parameters.

Particularly, it was developed regarding the following uggments: requirements
provider/implementation independence, coverage of tr@evdervice life cy-
cle , genericity, expressiveness, coverage of QoS for usagenanagement:
The definition of QoS parameters has to be independent frerpritvider’s
service implementation. The QoS definition should be appleto all phases
of the service life cycle (compare Table 3.1 on p. 87), in @sitto many other
QoS approaches which most often only cover the usage phaseQadS de-
finition should be applicable to all kinds of services andudtidherefore be
as abstract as the MNM Service Model. Concerning expressss on the
one hand the QoS definition should be as declarative as possilthat it
can be also read by a human reader (customer-centric). Outllee hand,
the definition has to be precise enough to avoid ambiguiti¥hereas the
QoS definition today mainly deals with the usage functiapalf a service, it
should also be possible to define QoS parameters for sendoagement.

As already said, the approach is based on the MNM Service M@de QoS

Sect. 3.3.1) which already contains a generic QoS pararoletss, but with- measurement at
out specifying the way of measuring its fulfillment. For attag a QoS mea- the SAP
surement independent from the service implementationgteeis to perform

the QoS measurement directly at the service access poift)(8ithe CSM

access point, respectively (compare Fig. 2.2 on p. 19). TDneptete QoS

measurement process is displayed in Fig. 3.3. It consisisunfsteps to be

discussed in the following.

As a first step of the QoS measurement, (functionality) calithhe SAP are listening to SAP
detected. Because it usually cannot be presumed that eallslceady be calls

detected for all kinds of interactions, a class call%P attachmeris added

to the MNM Service Model. Essentially, this class exten@sSAP in order to

allow a detection of all SAP calls (and corresponding respehand provides

information about the SAP calls asimitives
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Figure 3.3: Customer-oriented QoS measurement process [Gar04]

SecondQoS eventare produced by a further cla@®S event generatoFor
this, the latter class getgimitivesas input and processes them in a manner
that events, meaningful regarding the SLA fulfillment, aenerated. The
events may be produced may by filtering of primitives or byugiiag of simi-

lar primitives into a single event. Moreover, it is also gbksto define events
based on more complex pattern of occurrence for primitives.

Third, in the additional clas®o0S event correlatio®oS events received from
the second step are further correlated. The result in aannstof the class
QoS measurement valud-or example, a correlation can be performed for
two events which are related to the request of a web site: €bensl event
indicates the completion of the web site request whose istantlicated by
the first event. The difference of the time stamps of both &svean be used
to calculate the access time.

At last, the further clasgostprocessingeceives the QoS measurement values
and performs a statistical analysis in order to determinetiadr the agreed
QoS has actually been met.

As demanded by the initial requirements (compare above)QthS measure-
ment can be used to measure both, usage QoS as well as mana@gfe

For the latter, the listening to interactions has to be peréa at the CSM

access point, instead of the service access point.

The approach comprises an extension to enable an indepeahdéenparty
to monitor the service quality. For this case the third padg to get access
to the SAP primitives. One possibility is to introduce a SABXy between
the SAP and the service client or service management cliespectively.
Then, the primitives are measured at the SAP proxy, and useithd mea-
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surement process which is now performed by the third pargsed on this,
the measurement result can be accessed at a specific irtbgfacustomer
and provider.

Regarding I/RA the QoS approach provides a generic way toelafid mea- assessment
sure QoS in customer-oriented way. That is, is can be usddRérfor per-

forming the measurement of current QoS parameter valuesaessary for

the mapping of degradations.

3.4.2 SISL

The SISL language [Lan06, DgFS07] is part of the Service MpBraach,

having been treated in general in Sect. 3.3.5. It is a gernfézidble, formal,

and declarative XML-based language with the aim to coveingdlortant as-
pects of service orientation in an integrated way. Pawidyl it allows the

specification of aggregation relationships between coraptsnand service-
related in formation.

It was designed with respect to the following requirementslarativeness,
expressiveness, integration with service-related compbparameters, cov-
ering of aggregation relationships, as well as specificadiocorresponding
thresholds and alarm events. Moreover, the SMONA architegtcompare
Sect. 3.3.5) has been devised for the monitoring of actuakgaand the en-
suring of the fulfillment according to the defined aggregatieationships.

Features of a service, so-callsérvice attributegcompare Sect. 3.3.5), con-
tained in the Service MIB, are specified in an understanddeldarative, and
expressive manner, based on the aggregation of componameters. This
approach ensures among other issues to be independent dicalpaim-
plementation. The aggregation is performed using matheatand logical
libraries containing particular aggregation operator$isTapproach allows
for later necessary extensions. The information about corapt parameters
itself is regarded as being outside of the Service MIB. Thfsrmation is
measured and accessed using the SMONA architecture. Butothtrol of
this measurement by SMONA is configured also in SISL, e.gsp®cifying
sampling rates and thresholds for the component parantetbesmonitored.
Designed in this way, SISL can be generically applied, moitéd to a specific
type of service, especially for the specification of mapgiatyveen QoR/Qo0S
parameters.

Concluding, concerning I/RA, SISL can be used for the speatifin of the assessment
dependencies between QoR/QoS parameters and their partvalues, as

far as necessary for determination of detailed dependebeisveen degrada-

tions. Moreover, the SMONA architecture can be used for teasurement

of and access to all additional management informationssaeg for calcu-

lating particular dependencies between QoR/Qo0S parawvediess.
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3.5 Related Work for Business Impact Mod-
eling and Recovery Action Modeling

Here related work for business impact modeling (requirdnokss R3) and
recovery action modeling (requirement class R4) is treat@ahcerning the
requirement R3.1, the support for SLA penalty costs as algge of busi-
ness degradation, SLA specification approaches in generaxamined in
Sect. 3.5.1. For integrating of new business degradatjpestyvith respect to
the estimation of future service usage (R3.2), in Sect23)Bneric extrapo-
lation techniques are presented which can be used to estiotate service
usage from current and historic information about the serusage. Further-
more, for the support of additional degradation types bdy®hA violation
costs in general (R3.3), in Sect. 3.5.3, approaches frometated area of IT
security and risk management, as well as business impdgsaapproaches
from the area of financial management are treated. This s@lso to some
extent recovery action modeling.

3.5.1 SLA specification languages

Basically, aservice level agreement (SL&)an agreement about the func-
tionality and the associated quality (levels) for the fimmality of one or
multiple services, agreed between customer and provider.

[Sch01] distinguishes 3 general parts of an SLA: [dgal part, the so-called
service agreemenand theproper service level agreementhe first one cov-
ers legal aspects and formal parts required by law, if custand provider
are different enterprises or organizations. This part nllaé&LA a legal con-
tract to which customer and provider have to adhere boths€&bend part, the
service agreement, describes the usage and managemeidriahiies of an
offered service, concerning important, technical and mgdional aspects. If
the SLA comprises multiple services, each one may havepiarate service
agreement, being part of the single SLA. The third part, tfeper service
level agreement, based on the second one, i.e., relatiig tepecified func-
tionality of a service, defines and restricts the qualitglswr service levels of
the functionality: That is, respective QoS parameters&ohdunctionality of
a service are defined (including QoS metric and measuremethiotiology),
as well as constraints on their value (ranges) are defined.e&ah service
agreement, there should be at least one proper servicealgregment, poten-
tially multiple ones for defining different quality or sece levels for different
user groups or locations of the customer.

Often, the term SLA is used only with respect to the third pattich is de-

scribing the quality and service levels of a service. Buthsao approach
is incomplete, as this third part has specifically to be based detailed
(customer-oriented) specification of the service fundcliy with which the

specified QoS parameter (values) are associated.
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Various research approaches have been proposed for defibfkg Notable SLA
examples are thQuality Management Language (QM[BJP99], theCon- specification
tract Definition Language (CDL)BCS99], theWeb Service Level Agreemenfgnguages
(WSLA)[KLO02] and its predecessd/S-AgreemerfiVSAO05]. The last one,

e.g., defines a set of potential SLA elements which are pdeaipned for a

given scenario. Moreover, SLA elements are also propostdeeiBLANg lan-
guage[LSEO03]. In [CFK*02] a protocol for SLA negotiation (SNAP) has

been devised.

In [Sch0O0, Sch01] SLAs, based on the MNM service model (S8t1), are SLAs based on
specified on the basis of workflows to allow to specify in a costr-oriented workflow

way the particular functionalities of a service. Actuallye workflows are descriptions
specified by UML activity diagrams, which correspond to théeraction

process specifications of service functionalities witthi@ UML-diagram ex-

tended MNM service model (compare p. 87 in Sect. 3.3.1).Heunore, the

activity diagrams contain as diagram annotations exptigitstraints, asso-

ciated with single or groups of activities in the diagrampnder to specify

conditions for related QoS parameters in the SLA.

In general, any approach for SLAs definition allows to specdnstraints for assessment
restricting QoS parameters and their values in a formal Waybe used for

I/RA framework, the SLA definition has to be done in relatiorthie service
(functionality) modeling done, especially regarding thwe forevious model-

ing requirements classes R1 and R2.

That is, the approach by [Sch00, Sch01] is a good candidatthi as it

already explicity includes such associations to the sermodeling, i.e., to
the interaction workflows of the service functionalitiesalncluded as part
of the SLA.

3.5.2 Extrapolation Techniques for predicting future
service usage

Extrapolation techniques from the area of statistics, aidely applied in
many different areas today. They represent a kind of dasaéobjective)
method for predicting future values in a given time seriesttiBularly, they
use historical/current data of a time series as the basiestimating future
outcomes.

Extrapolation techniques have to deal with various systengatterns in trend and
the given time series data. Such patterns include dampedrlfiexponential seasonality
trends in the data or additive/multiplicative seasonalligy, cyclic recurrency

of particular patterns in the data.

Various extrapolation techniques have been developedseTimelude meth- various

ods for moving average (MA) in general, exponential smawhexponen- extrapolation
tial moving average), and autoregressive methods (AR)ebhar, combina- techniques
tions of MA and AR, autoregressive moving average (ARMA) audore-

gressive integrated moving average (ARIMA), as well ashierrtextensions
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have been developed. A detailed classification and evaluafican be found
in [MWH93].

Moreover, in contrast to data-based (objective) methodgdiecasting by
extrapolation techniques, there exist so-called judgaiéaubjective) meth-
ods for prediction. A complete classification and comparieb prediction
methods in general, can be found in [JAO1].

Particularly, in [SSK 06] an approach for forecasting costs and revenue de-
pending on IT service usage was presented based on a combioasimu-
lation and application instrumentation.

Extrapolation techniques can be reused for I/RA, that isefirmating fu-
ture service usage from historic and current values of theceusage. His-
toric/current data concerning service degradations cantbgrated with es-
timates of future service usage to predict service degi@uain the future.
Based on this corresponding types of business degraddt&imgy into ac-
count this affected future service usage, e.g., for calingalynamic, future
revenue loss, can be defined.

3.5.3 Financial Business Impact and Risk Analysis

Here, methods and concepts related to I/RA from the finamsg@lagement
area are introduced. In general, in industry today, many pexctice ap-
proaches, utilizing e.g., questionnaires and text terap)dior (financial) Busi-
ness Impact Analysis and Risk Analysis are used.

Business Impact AnalyqiBIA) [Bus] is concerned with the identification the
critical business functions within an organization, and tletermination of
the impact occurring when these business functions areertinmed above
their maximum acceptable outage. Relevant factors thahamneally used
to evaluate the impact include customer service, interpafations, legal/s-
tatutory and financial. Business Impact Analysis is an dsdepart of the
so-calledbusiness continuance plais such, it includes the exploration of
vulnerabilities and potential risks, as well as the plagrohstrategies in or-
der to minimize these risks. Furthermore, Business Impaealysis identifies
the more important components of the organization and h@tess a corre-
sponding, necessary funding of these components with cespeotential
disasters.

Consequently, Business Impact Analysis has a strong fawarts disaster
recovery, being related to the area of ITIL (Sect. 3.2.1)tiooity manage-

ment. Therefore, it is only marginally relevant for the I/RlA@mework in this

thesis, because I/RA is mainly concerned with problem aoidlé@nt manage-
ment, rather not being concerned with catastrophic evéopgpsg the whole
business, potentially also the total IT infrastructurduding components for
realizing I/RA.

Risk analysigRis, Bus] is concerned with the identification of the most po
tential threats to the organization and the analysis ofedlaulnerabilities to
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those threats. It includes the evaluation of existing ptal|and environmen-
tal security and controls, as well as the assessment of dpeiropriateness
regarding potential threats. Risk analysis systemayicslidies the uncer-
tainties and risks of the organization with respect to aesabusiness, engi-
neering, public policy, and others. In more detail, it idke$ the potential
risks, understands how and when they arise, and estimatiegfthancial or
otherwise) negative impact.

Quantitative risk analysifRis] uses mathematical models or simulations fauantitative risk
a project or a process, including parameters to model thertaioty which analysis
cannot be controlled, as well as decision variables whichbEacontrolled.

A quantitative risk model calculates the impact of the utaiety parameters

and the potential decisions concerning aspects as profitoasdinvestment
returns, and environmental consequences. Genericallgk ésrbasically de-

fined in terms of two components, isobability and its so-calledmpact

risk = probability X impact, the product of the probability of a respective
accident related to the risk, and the impact as measure f@atine influence

of such an accident. In [IRM02] a standard for risk managenregeneral

has been published. [SGF02] proposes a risk managemerd gsjucially

with respect to the management and operating of IT systems.

A particular kind of risk, being related to I/RA in generas, the so-called Key Risk
operational risk This term comprises risks which arise from the organizbdicator
tion’s business functions and from the practical impleragah of the mana-
gement’s strategy. Examples are information risks, fraskisy physical or
environmental risks. Often, operational risk are assebgesb-called KRIs.

A Key Risk Indicator (KRI)s a measure to indicate the degree of a particular
(operational) risk.

The concept of KRI is the inverse to the concepkey Performance Indicator KPI vs. KRI
(KPI), which is used also in financial management in general asasefi 1T
management standards such as ITIL (Sect. 3.2.1). Key Raikdtors differ

from Key Performance Indicators in that the former is an ¢atbr of the

possibility of negative, future impact, whereas the lages a measure of how

well something is performed. The Risk Management Assamigbrovides a
online-library of defined KRIs [KRI].

The approaciManagement by Business Objectives (MBE&EH04, SB04] pro- Management by
poses a method for decision support for IT management, basedathe- Business
matical optimization methods concerning the financial iotjgd an aspect of Objectives
the business, with the aim to to minimize financial lossesec8jgally, in

[RSM*07] the scheduling of changes was targeted by this method ih

related to the scheduling of recovery actions, being pag tfcommended

recovery plan. But the MBO approach is not explicitly comest with the
identification, modeling of particular (recovery) actipasd the modeling of

their relationship to post-recovery impact. As MBO is basadnathemati-

cal optimization methods, it needs an appropriate matheatatescription of

recovery actions and their influence as input.

Concerning the I/RA framework of this thesis, Business latpaalysis and assessment
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risk analysis, especially quantitative risk analysis, rgag hints on what in-
formation has to be considered and how it is identified, dafifgconcerning
the specification and importance of different types of bessndegradations
beyond SLA penalty costs, such as e.g., revenue loss, laspuatiational im-
age, regulatory costs (requirement R3.3). Particuldnly,general concept of
KRIs may be used or adapted to define and potentially alsaaotpre such
general types of business degradations.

There is no explicit, integrated modeling of business déafians (require-
ment class R3) recovery actions and their effect on postvesy business
impact (requirement class R4) as far as IT management aretiaflp re-

source degradations are concerned, yet. Therefore, thedogenent of the
I/RA framework will include such a general modeling coverial require-

ments of R3 and R4, being compatible with the modeling for RR2. The
MBO approach might be used as method for actually recommegmdcovery
plans composed of recovery actions, after the modeling3dRR is converted
in an appropriate, mathematical structure as input for MBO.
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3.6 Related Work Concerning the Imple-
mentation of the Tasks for I/R Analysis

At last, related work concerning the implementation of I/R&pecially nec-

essary to realize the tasks of I/RA (R5.1), is discusseds dtmprises generic
implementation techniques, mainly to reason about th@uartypes of infor-

mation, including all types of dependencies, used for I/RAese techniques
will have to process the various parts of the modeling deredry the mod-

eling requirement classes (R1 to R4).

Decision Trees A generic method for specifically impact analysis in gen-
eral, being not limited to IT management, are decision tfk&93, Pea88].
Trees are used to model dependencies: Nodes of the treeregspmnding to
dependent objects, and the edges of the tree are corresgdndhe depen-
dencies between the objects. But this approach generatigtisaking into
account a complex structure of the dependent objects, nall atcomplex
structure of the dependencies, as needed for I/RA (R1 to R&hinstance,
complex structure regarding dynamics in time, complex neldimcy patterns,
m : n relationships in general, e.g., between QoR/QoS parameter

Therefore, for the realization of the I/RA tasks (R5.1) mgemeral imple-
mentation techniques, which allow to take into account ateling require-
ments of R1 to R4, especially for modeling and processingde@gncies, are
necessary. That is why, in the followimgasoning methods general are in-
vestigated, to be mainly reused for defining and working w#&pendencies.

Reasoning Techniques about Dependencies in GeneraConcerning rea- techniques for
soning in general there are various implementation teclasiq Two general reasoning about
implementation techniques which are suitable for reagpabout dependen-dependencies
cies areRule Based Reasoning (RB&)dCase-Based Reasoning (CBHR3- in general
cussed in the following. Both techniques are often usedherimplementa-

tion of expert systems.

Rule-based reasoning (RBRew99, JW93] uses for the reasoning processale-based
set of rules which in general have the basic farmclusion if condition. reasoning
The conditionis based on received events from the outside world and cur-

rent state information within the system, more explicitlighin the working

memory. Whereas, theonclusioncan on the one hand trigger actions in the

outside world, or changes to the system state, or on the btret affect the

choice for the rules to be used next, normally by referenttiege rules within

the conclusion.

In Fig. 3.4 the basic structure of a rule-based system istithted. Events basic

are received or observed from the outside world and storederworking architecture of
memory. Each time a particular rule from the rule base iscseti(according RBR system
to the condition) and applied (according to the conclusioi)is results in
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Figure 3.4: The basic structure of a RBR-based system [Lew99]

appropriate updates of the working memory, the triggerihgadions in the
outside world, or an updated choice for the rules to be uséukifollowing.

RBR systems, being a very general concept, are often reflataald particu-
larly realized by logic programming, e.g., with a prologdireasoner (PRO-
gramming in LOGigcs) [LIo87]: The logic programming is ulydoased on
the logical inference according to some formal logic, eag.the predicate
logic or some extension thereof. The formal logic is mairdgd for know-
ledge representation. Usually knowledge is representdzhbg facts (logical
predicates), and logical rules (logical implications),tive formal logic as
well as in its realization within the prolog reasoner (ad@yqredicates and
prolog rules). From the base facts and the logical rules gicéb inference
(according to the formal logic used) further valid knowleddacts) can be
derived: The logical rules describe a logical interferertationship between
assumptions (rule body) and a conclusion (head of the rBlgf).in addition
to predicates (facts) which are being used for pure knovdedgresentation
in the prolog reasoner and the formal logic alike, there casfecial pred-
icates within the prolog reasoner, which have side effeptatarom their
logical knowledge representation in the formal logic. Ssitte effects espe-
cially comprise the exchange of data observed from the deitsorld or the
triggering of actions.

Utilizing such special predicates with side effects withijrolog reasoner, the
corresponding logical programs (logical facts and rulepeetively prolog
predicates and prolog rules) can be used to realize RBRmsgstén this
respect, the logical rules correspond to the RBR rules irRiBR rule base,
whereas logical facts (logical predicates) correspontdsystem state in the
RBR working memory.

Especially, for RBR system realized with a prolog reasatferconditions of
RBR rules are usually expressed in the formal logic used masdiobasis of
prolog reasoner. Consequently, the formal logic used ohetes the power
of expression of the conditions of the realized RBR rulesati®iwhy in the
following, particular formal logics and their features dreated, regarding
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their possibility for accurate knowledge representatamn¢erning R1 to R4)
to be used for the realization of RBR systems.

The most common, canonical examples for reasoning by fologads, are

statement logics (propositional logic) and its extensiba,predication logics
(first order logic, FOL). Both are deductive logics, whichane that they are
only concerned with the derivation (inferencing) of vali&rived facts from
given (base) facts and rules. The former allows only to neagmut simple
statements, being normally being connected by the basicdbgperators
AND, OR, and NOT. The latter allows to reason about predgatdich are

superior to statements as they allow parameterization teiths (constants,
variables and functions).

Originally, prolog-like reasoners [LI087] are using theegication logic as
their formal basis. But, also often extensions of proldglreasoners are
used to reason according to extensions of the predicatga.lo

Moreover, originally prolog-like reasoners, in genera anly concerned with
the proofing of single facts or with the consecutive findingsimigle, valid

facts with a particular structure (concerning their inddderms). This is
the aspect for which such systems were originally devel@retifor which

efficient algorithms are used within them.

In contrast to such conventional prolog reasoners,Obductive Database deductive
(DDB) [CGT90] approach is specifically concerned with efficientiiny of databases
all valid facts which are derivable from a given set of bas#sfand logical

rules. This approach is specifically interesting for impawlysis, as the task

of impact analysis is to derive all business degradationsmially entailed

from given resource degradations, in deductive manneneftwe, DDB and

F-Logic, which can be used as a particular specificatiomiglaaguage for

DDBs, will be treated in more detail in Sect. 3.6.1.

Beyond, such extension of prolog reasoners as the DDB agiprearious ex-
tensions of prolog reasoners exist which use extension®dfgation logic or
alternatives (not only being deductive) as their formaldo&uch extensions
increase the expressiveness (according to the formal)latjien used as basis
for realizing RBR system: the conditions and conclusionghefRBR rules,
concerning aspects such as the reasoning about time. Stasens can
also be potentially combined with each other, or also begnated with the
DDB approach. Therefore, some extensions of predicatigit Jinteresting
for the implementation of I/RA, are discussed in the follogii

The temporal logicsare approaches for the formal reasoning about timeasoning about
and duration. In addition to normal logic operators, suchAdD, OR, time

NOT, specific operators for time-relationships betweendicagions are

used, e.g., thentil operator: (B,U,C)(¢) expressing that there is a in-

stance of time ;) until that B is valid and afterward”' is valid forever:

(BUC)(¢) = (Fi: C(¢i)) AN (Vj <i:B(¢;)). Various subtypes of tempo-

ral logics have been devised, being concerned with diftemetions of time,

e.g., concerning single points in time, paths in time, omevees expressing
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multiple potential paths in time. Even, some approaches haen developed
to reason about the combination of time and potential astaom their effects
[Lam94], which may be used for planning. Moreover, theréhis $o-called
event calculugKS86] as an alternative for reasoning about time and action
s/events and their effects, also suitable for planning.

A further particular logic which is specifically suitablerfplanning in a
generic manner is the Transaction Logic [BK96]. This onepsc#ically
treated in more detail in Sect. 3.6.2.

As an alternative to RBR, Case-Based Reasoning (CBR), aofygealogous
reasoning, not being based on or connected to formal loggcseated in
Sect. 3.6.3. CBR can, among many other tasks, also be uspltaforing.

To sum it up, RBR and CBR are generic reasoning techniqueashwian be
potentially used for the implementation of the various sagkl/RA (R5.1):
For impact analysis the use of a RBR based on the DeductivabBs¢ ap-
proach (Sect. 3.6.1) seems to be promising. For the recoeepmmenda-
tion, which is basically a kind of planning, RBR based on appiate logics,
such as the Transaction logic (Sect. 3.6.2), or alterngt®@BR (Sect. 3.6.3)
can be used. In addition to that, both approaches based arn DQB or
Transaction Logic, may be combined with an appropriate teaddogic for
the explicit reasoning about time and duration. SimilaHg other I/RA tasks
can be realized by one of these methods.

3.6.1 Deductive Database Approach and Frame
Logic

Deductive Databases (DDB) [KLW95] are based on the comianaif logic
programming (by prolog-like reasoners) and (relationatptbases. Basically,
a DDB is similar to a conventional prolog-like reasoner, hattits memory
contains logical (base) facts and logical rules (togetbaventionally called a
logic program). Also similarly, in a deductive manner from the base facis a
the rules by (logical interference) valid, derivable faats determined. But in
contrast to conventional prolog-like reasoners, DDBs cardle large amount
of facts in a similar manner as a database. The deductivelyedefacts are
not every time recomputed (as for a conventional prolog-t&asoner) when
needed, but instead precomputed and cached by efficientithlgs, while
still guaranteeing the soundness of the underlying forogitl

This way, DDB share the advantages of both base concepts,domgram-
ming and databases: On the one hand knowledge is encodectbwpifal rules
in a declarative fashion, derived knowledge can be aut@alitibe computed
(by logical inference), and fact and rules are basicallydheshsimilarly. On
the other hand, the DDB can guarantee safe storage of largerdrof data
(facts), providing access by a declarative query languagd, can ensure
database integrity, e.g., by use of transaction paradigymsontrast, conven-
tional, (relational) database systems are usually cordeonly with (base)
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facts, as tuples in relations, whereas a concept like rglesly marginally
covered by extended database concepts such as databaseovidatabase
triggers.

DDBs support the deductive reasoning, from given base &atselated rules efficient

to the set of all derivable, valid facts. But they considémpatential, deriv- derivation of all
able facts at once, which is different to conventional pgaleasoners, which derivable facts
can only consecutively determine the valid, derivabledaifta certain pat-

tern step by step, and are recomputing each solution andexrggssary inter-

mediates each time again. This difference makes DDBs sarpgerconven-

tional prolog reasoners in many situations concerningoperance as well as
computability. Concerning the former, efficient algorithimave been devel-

oped for DDBs for pre-calculating all derivable facts (oatyce). Concerning

the latter, conventional prolog often can end up in endlesps (depending

on the used logic program), if cyclic dependencies betwegical facts exist.

For DDBs instead sound logical semantics have been dewétom®ver such

cases on the one hand, and on the other hand to efficientlywipesuch

situations.

Originally, DDB systems were designed as pure query systeimélarly as languages for
pure databases. Usually, one common language is used fapt#ufica- DDB

tion (of facts and rules) as well as for querying, similaryyia conventional

prolog. Various specification/query languages have beeelolged: For in-

stance, Datalog, Logical Data Language (LDL) [NT89], idestquery lan-

guage (IQL), Frame Logic (F-Logic) [KLW95]. There are algpeoaches to

extend these specification/query languages into real @anogring languages,

without loosing the sound logics semantics, e.g., for Fraaggc in XSB pro-

log [xsb] with the Flora/Flora2 system [YKO0O, YKZ03]. That why Frame

Logic in general is treated in the following.

Basically, F-logic is a knowledge representation languags limited to object-oriented

DDBs. It can also be used for ontology representation. DDB approach -

e . . F-logic
In contrast to many other specification languages for ldgicagramming g

which are only data-oriented (relation-oriented), it igemlt-oriented. So,
F-logic stands in the same relationship to object-orieqeyramming in
general as classical predicate calculus and conventiogaldl programming
stands to relational database programming. Actually, it oombines both
approaches: In a declarative way it supports structura¢cspof object-
oriented and relation-based languages. Therefore, Wwalto combine the
reasoning about logical relations or predicates in geneital the reasoning
about specific object-oriented related relationships géaib and classes. Ex-
tended features of F-logic include, among others, negditimetions, sets and
set-valued functions, object identity, complex objectgeny methods, encap-
sulation. non-monotonic inheritance, polymorphism,

Impact analysis basically is a deductive task, as it hast@eraene all poten- assessment
tial resulting degradations based on given resource datjoas (correspond-
ing to base facts), and dependencies of degradations ¢poimding to rules).
Thus, the DDB approach in general presents a promising fuasmpact ana-
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lysis, as it exactly addresses this type of task. Furtheenteiogic, being an
object-oriented language used for DDBs, seems to be a gowtidzde for a
implementation language for the specification and prongssi complex de-
pendencies as demanded from the requirement classes R1(tmiR&rned
with impact analysis). Moreover, this may be combined witeraporal logic
(compare p. 105) for the explicit reasoning about time andititbn as de-
manded by R2.1 (dynamics of dependencies).

3.6.2 Transaction Logic

Transaction Logic [BK96] is an extension of predicate logithas both, a
declarative and a procedural semantic, that describe ctateges in logic
programming over dynamic databases, i.e., logic datababese content
changes as part of the reasoning process. Therefore, itiesging various
aspects, such as hypothetical updating, nondeterministhasificial intelli-
gence via behaviors of object-oriented databases. It isce}y suitable for
planning tasks.

assessment Consequently, it is a candidate for implementing the I/Rgktaf recovery
recommendation. That is, it can be used for the planningvesggplans made
up of multiple recovery actions.

3.6.3 Case Based Reasoning

reasoning Case-based reasoning (CBR) is a kind of reasoning by andltogpives new
based on past problems based on the solutions of similar past problemsie@éinforma-
cases tion about CBR and its original applications is given in [B8] AP94].

A particular application in network management is treatesl\]93, Lew95,
Lew99]. This approach uses past symptom reports which hage formal-
ized and entered into a case database along with a foundosoltthe pro-
posed solution of a current symptom is reusing the solutstosed for past
similar situations.

In Fig. 3.5 the general steps of CBR are visualized togettliibr tive alterna-
tives that are available to realize step [Lew95], beingused in the follow-
ing. The general steps are case retrieval, adaption ,emacaind organiza-

tion.
case retrieval First, duringcase retrievakimilar, related cases are identified from the case
step database. Various alternatives for the actual matchingeturrent with the

related, historic cases are available: Multikéy termdeing part of the case
description can be used for this matching. Such key termbegredefined
from expert knowledge or they may be determined automaticBelevance
matchingis a refinement of the former method: Rules are applied to map
a new symptom to a symptom type. Moreover,sinucture matchingthe
structure of the case descriptions is exploited for the miatz Such a struc-
ture may be described e.g., by ‘connected-to” or “part-e@lationships. As
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Event-driven case
invocation

@ Key term matching
Relevance matching
Retrieve ~ [----- Deep structure matching
Geometric matching

Analogy-based matching

Adaptation by substitution
Parametric adaptation
Adapt -1 Procedural adaptation
Adaptation by abstraction
Critic-based adaptation

Manual execution

C_:ase Supervised execution
Library Execute  f----- Unsupervised execution
Cooperative execution

Sequential memory
Hierarchical memory
Organize ~ f----- Meshed memory
Belief network
Master cases

Figure 3.5: The general steps of CBR and realization options for eagh ste
[JLBOA4]

a further alternativegeometric matchingitilizes a distance metric on cases
to determine a distance to prior situations. As a quite giffie alternative,
analogy-based matchingies to find a match to cases from a different do-
main.

As a second step, durireglaptation the solution of the matched past cases ilaptation step
adapted to the current situation. One possibility isith# adaptationwhere
simply the past solution is taken without any actual adaptBy adaptation

by substitutiorrespective parts of the past and the current situation dre su
stituted in the past solution to yield a solution for the emtrsituation. Going
further, parameterized adaptatiomecomputes parameters in the past solu-
tion according to respective, new input values from theentrsituation. If
possible, generalization from past cases can be appliadaptation by ab-
straction Procedural adaptatiomxplicitly uses a defined procedure to adapt
a past solution. Any of the mentioned adaption technique®eadditionally
combined withcritic-based adaptationwhich means that a human operator
can check and potentially manually change the automatipatiposed solu-
tion.

As third step, duringxecutionit is tried to apply the proposed solution. Genexecution step
erally, it can be distinguished between manual, superyesed unsupervised
execution.

As the last step, the code database is updated in order totréfeenew sit- reorganization
uation as well as its solution found. Different organizatechemes of the of case base
case database in general play an important role for thihdrsimplest case,
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sequential organizatigmew cases are simply added at the end of the code
database. Irierarchical organizationcases have to be organized in a hi-
erarchy concerning their structure. Two particular subsaae important:
meshed hierarchical organization or the use of master chasttge case of the
former one, different cases which are actually equivalaotgrding to some
defined similarity condition) are added as additional litdkshe existing hi-
erarchy. In the case of the latter one, basically only stedahaster cases,
which have been rated to be important in the future, are keibta case base.
Moreover, for situations with probabilistic featurdmlief networkgPea88]
with appropriate likelihood measures may be applied.

In the beginning of the usage of a CBR system its case databaseially
empty so that a time for learning is required to make beneifihfthe system.
A possibility to overcome this, is to try to fill the case daab by knowledge
from other existing, sources e.g., from existing rule dasas.

In general, CBR has the advantage over RBR that it can patlntope with
completely new, up-to-now not occurred situations (cageslong as they are
similarly to some situation in the case database. Of cotheis only possi-
ble, if the case database has already been filled apprdpneata experience
over time (or somehow automated in the beginning, compaveeb Never-
theless, the performance of CBR is usually less than thaBét Bystems.

CBR can be also used for planning, as it is e.g., in Spectr@®]x04] (com-
pare Sect. 3.1).

As CBR can be used for planning, it especially representsididate for the
implementation of the I/RA task recovery recommendation.

1Originally from Cabletron Systems which were renamed toigkpa Management Tech-
nologies and then acquired by Concord, now part of Compusspéiates
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3.7 Assessment

In the following, an assessment of the related work intrediuicom Sect. 3.2

to Sect. 3.5, concerning the different requirement claksdéRA, R1 to R5,

is performed. Here only approaches are considered whichlatively high only relevant
degree cover the requirements of the respective requirestasses and which approaches
are therefore really relevant for the design and implent@mtaf an I/RA ana- Which have a
lysis framework. The related work investigated for eaclsslia assessed acconsiderable
cording to the generic requirements (RO) as well as to theirements of its coverage of the
respective class (R1 to R5). First the requirement classriR& conceptual "espective
level, whose related work was treated in Sect. 3.2, is tdedteen the classes €dulrements
of modeling requirements, R1 to R4, whose related work weatéd from

Sect. 3.3 to Sect. 3.5, follow. Last, the implementatiomiegues introduced

in Sect. 3.6, which can be reused or adapted to actuallyzeetile tasks of
requirement R5.1, are assessed.

In detail, for any requirement class R1 to R5, each relatatt which is taken coverage status
into account is evaluated regarding the respective reapgings with one of the used
following coverage status:

e n/a: requirement not applicable.
e - no coverage of the requirement at all.

0 : insufficient coverage of the requirement.

+ : partial coverage of the requirement.

++ : good coverage of the requirement.

In addition to that, the status + or ++ can be marked by (a),#(@), or ++(a),
which means that a suitable adaption or implementationefdéhated work
assessed is needed in order to actually cover the respestgugement.

Concerning the particular requirements shown in the etialngables in the
following, compare their detailed description of the regments in Sect. 2.4,
as well as their overview in Fig. 2.13 on p. 67.

Table 3.2 provides the assessment of the related work awingethe course related work
of I/R analysis conceptually, namely the assessment thetiexil T process concerning the
frameworks ITIL and eTOM regarding existing workflow andalktd tasks course of I/RA
descriptions for I/RA. (R5)

. . o . conceptually

Neither ITIL nor eTOM has a detailed description of the taski¢R analysis.
Moreover, the usage of only assumed degradation, by simn$&fR5.2), is
not covered explicitly and in detail by any of the two stam$arConcluding,
for the framework a respective description of the tasks/RA| e.g., by de-
tailed workflows, will have to be developed. Ideally, suchrkitow descrip-
tion should also include how to use simulations with assudegtadations
for proactive management, e.g., in the area of availabilig;pagement.
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requirement related work assessed
ITIL [ eTOM

RO.1 - integration ++ ++

RO0.2 - genericity ++ ++

R0.3 - manageability
R5.1 - tasks of analysis
R5.2 - range of analysis
R5.3 - urgency of analysi

+ | OO +
+| OO +

[72)

Table 3.2: Assessment of related work concerning course of I/R arsa(iRh)
on an conceptual level

Concerning the requirement class R1, concerned with theshimgdof service

functionalities and corresponding dependencies, onlycamhes are con-
sidered which really are suitable for modelings#rvicesin the high-level,

customer-oriented sense in this thesis (compare Sect. Phbt is why, ap-

proaches like the Internet Information Model, which is niyinsed for re-

source modeling, or the management information model of @Bich was

never widely used above all not for high-level service mamagnt (compare
p. 80), are not considered here:

Concerning the Internet Information Model, also espegitile requirement
of manageability (R0.3) would be insufficiently covered by tinternet In-
formation Model. To define new types of objects (of a changimgronment
of a service provider) is quite difficult, as the modeling eggzh used by the
Internet Information Model is quite simple resulting in ity to allow ex-
tensions (nor changes) easily and in structured way. Toexethe Internet
Information Model, even if used today for many IP-relatedides, at any
rate can not provide a complete, suitable modeling of serfdependencies)
as needed for I/RA. The information model of OSI is much mateaaced
than the Internet Management Model, though neverthelbssisimilar short-
comings concerning the explicit coverage of the R1 requareisi(e.g., R1.2)
as the approaches actually assessed below. Because it veasangely ac-
cepted and is today mostly displaced by other standardsasuChM, it is left
out from the list of explicitly assessed approaches below.

Table 3.3 presents the assessment of the remaining relgwprdaches con-
cerning R1, namely of the MNM service model, CIM, ITIL CMDBILs and
the Service MIB (SMIB). Actually, the last of these approeshSMIB, is
based on the first one, the MNM service model.

Concerning granularity of functionality definition and cesponding depen-
dencies (R1.2), any approach is missing the possibilitystarh a definition
in detailed granularity yet, with respect to detailed defmties of Sect. 2.3
SUCh asryebsv(x) (CONfiguration= special —  fueb/use/apage_special /mysqeonfs OF

Jauth/use — [mail/use/send (QUthENtICAtiONF yeg. Moreover, the possibility to
define and usen : n dependencies (with multiplicity> 1) and their accu-
rate specification, also including related aspects likeimedncy and load-
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requirement related work assessed

MNM | CIM | CMDB | SID | SMIB
RO.1 - integration + + ++ ++ ++
RO0.2 - genericity ++ ++ ++ ++ ++
R0.3 - manageability + + + + ++
R1.1 - multi-domain| ++ + ++ ++ +
R1.2 - granularity +(a) 0 0 0 | ++(a)
R1.3 - detail level + + + + ++
R2.4 - multiplicity +(a) 0 0 0 | ++(a)

Table 3.3: Assessment of related work concerning modeling of servioe-f
tionalities and their dependencies in general (R1)

balancing, for usage towards I/RA is not covered by any ofagroaches:

with respect to dependencies of Sect. 2.3 such as

configuration custome
Twebsv(x) ( — n%rmal ) = fip/use/load_balanco - fwob/uso/apago ( =TUM
1 10

ing cooperative load-balancing, Qs sv1, Tdnssv2 — Jdns USING round robin
DNS. But especially the generic MNM service model, whichaséxd on the
definition of generic terms suitable for any service scenaalready has a
generic basis (including an instantiation methodologyjhat it allows to

basically specify functionalities and their detailed natgion workflow in a

generic manner (UML use case/activity diagrams). Moreoves includes

also the concept of assigning QoS parameters specificafigrtacular func-

tionalities (and their interaction scheme in UML diagramshich provides

a basis for the next treated requirement class, R2. Thexetloe MNM ser-

vice model or the SMIB approach based on it may be adaptededimed to

support all the aspects for the specification of dependsnafeer appropriate
types of models for such dependencies have been developesiwill be a

particular task during the development of the framework.

Table 3.4 presents the assessment of related work congeimermodeling related work for
of degradations and quality aspects of service functitigaland their depen- degradation and
dencies (R2). Specifically one approach concerning theaboteasurement quality modeling
of customer-oriented quality, and one for the specificatibmappings bet- (R2)

ween quality parameters are assessed, namely the QoS elppreasurement

by Garschhammer (Garha), and the specification languade SIS

Basically, concerning QoR/QoS parameters used for I/Réelaspects have
to be taken into account: the definition of QOR/QoS pararsefspeci-
fying degradations in detail), the measurement of theiuacvalues, and
the mapping of parameter specifications as well as of théurega(describ-
ing dependencies between degradations in detail). An ebeafop a de-
tailed QoR/Qo0S mapping is the relationship between regodegradation
g1 (high link utilization) and the entailed high mail sendinglay parame-

terSQmail/delay_send_intras (mail/delay send_extra, andeail/delay_mbox in the example
of Sect. 2.3.4. Consequently, in Table 3.4 the requirem@n? Roncerning
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requirement related work assessed
Garha | SISL
RO.1 - integration ++ ++
RO0.2 - genericity ++ ++
RO0.3 - manageability ++ ++
R2.1 - dynamics 0 +
R2.2.a - definition of degradation types ++ ++
R2.2.b - dependencies of degradation types 0 ++
R2.3.a - specification of degradation valu¢s ++ +
R2.3.a - measurement of degradation values++ 0
R2.3.b - dependencies of degradation values0 +
R2.4 - support for multiple degradations + +

Table 3.4: Assessment of related work concerning the modeling of diegra
tions and quality parameters for functionalities and tligipen-
dencies (R2)

degradation types has been split into definition of degraddipes them-
selves, and definition of their dependencies. Furtherntbeeyrequirement
R2.3 concerning degradation value (range) has been dplispecification of
degradation values, measurement of degradation valudsspeatification of
dependencies between degradation values.

As the Garschhammer QoS approach is designed for the (cestmented)
definition and measurement of QoS parameters only, it lagkssaibility to

specify or derive dependencies between QoS parametersedschéor the
purpose of I/RA. In contrast, the language SISL can be usesduth a spe-
cification of QoD/QoS parameter dependencies, while natgoedbncerned
with the actual measurement.

Therefore, a combination of the approaches seems to be asingnbasis
for the definition, the measurement, and mapping of qualfityegradations
of service functionalities for I/RA. The detailed appra@te modeling speci-
fication of dependencies for service functionalities, hgyeen demanded
as the result of the assessment concerning R1, should berfattended to
integrate this combination of the Garschhammer QoS appraad SISL, or
in general to integrate any other comparable QoR/QoS spatidn approach
(such as the Qual language in [DR03]): This extension shalldav to com-
bine the definition of functionalities and their dependesciin appropriate
granularity, with the definition, measurement, and depeoglénapping of
quality parameters/parameter values.

Table 3.5 illustrates the assessment of related work coimgethe modeling
of business impact (R3) as well as of recovery action (Rd), financial busi-
ness impact analysis (BIA), SLA languages in general (sschciamidt SLA
approach, WS-Agreement), and extrapolation techniqued fos predicting
service usage (ExtraPol).

The specification of SLAs is fairly good covered by variousASanguages,
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requirement related work assessed
BIA | SLA langs | ExtraPol

RO.1 - integration + ++ +
RO0.2 - genericity + ++ ++
RO0.3 - manageability + ++ +
R3.1 - SLA penalty costs + ++ n/a
R3.2 - integration with future service usage-(a) 0 ++(a)
R3.3 - further financial impact +(a) 0 n/a
R4.1.1 - granularity of recovery actions | +(a) n/a n/a
R4.1.2 - scheduling of recovery actions | +(a) n/a n/a
R4.1.3 - duration of recovery actions +(a) n/a n/a
R4.1.4 - effort used for recovery actions | +(a) n/a n/a
R4.1.5 - costs for recovery actions +(a) n/a n/a
R4.2 - derivation of post-recovery impact| +(a) n/a n/a

Table 3.5: Assessment of related work concerning the modeling of lessin
impact and related recovery actions (R3 and R4)

which basically all define constraints about services/fionalities and their
gualities, together with appropriate cost and penalty d&firs. For reuse of
such languages it is only to note that the specified SLA camgg should
uniquely refer to the service functionalities and theirlgyaovered by the
modeling mentioned above for the assessment of R1. The Sphfoaph of
[Sch00, Sch01], treated on p. 99 in Sect. 3.5.1, is one pesxample which
very good fulfills this requirement, as is it based on the MNve&ce model.
Nevertheless, any other SLA language may be used insteaatifiSally, in
the example scenario only single logical constraints atieQoS parameter
of the respective service functionalities have been ussteaal.

General concepts, methods, and databases used today faridinausiness
impact analysis may be adapted to provide information ahather busi-
ness degradation types beyond SLA violation costs. In gag,nformation
may be specified as business policies which can be retrieseddppropriate
policy repositories.

Specifically, business degradation types based on theagiimof future ser-
vice usage can be specified and calculated with extrapoltsahniques from
historic and current data.

Table 3.6 illustrates the assessment of related work renisadapted for the related work for
implementation of the tasks of I/RA (requirement R5.1), ioéthe reasoning the
techniques about dependencies introduced in Sect. 3.&eTthehniques areimplementation
the deductive database approach (DDB), Transaction Ldgloogic), and of the tasks for
Case Based reasoning (CBR). I/RA (R5.1)

In general, any of these implementation techniques islyotgneric, and
therefore has to be adapted in order to be used for implenteaty of the
I/RA tasks. Specifically, in order to fulfill integration aseas manage-
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requirement related work assessed
DDB | TrLogic | CBR
RO.1 - integration +(a) +(a) +(a)
RO0.2 - genericity ++ ++ ++
RO0.3 - manageability +(a) +(a) +(a)
R5.1.a - impact analysis ++(@) | ++(@) | +(a)
R5.1.b - recovery recommendation - ++(@) | ++(a)
R5.1.c - customer notification +(a) +(a) +(a)
R5.1.d - recovery tracking +(a) +(a) +(a)
R5.1.d - model adaption 0 ++(@) | ++(a)

Table 3.6: Assessment of related work for the implementation of thestas$
I/RA (R5.1)

ability, appropriately coordinated exchange of corresibag model data with
the the existing service management and provisioning enmient have to
be provided. As already discussed in Sect. 3.6, the dedudtatabase ap-
proach is well suitable for impact analysis, and other tdsksvhich deduc-
tive reasoning, i.e., the deriving of facts which are valet&use of existing
facts and rules, is sufficient. Such other tasks may be custowtification
and recovery tracking. But for recovery recommendatiort araybe mo-
del adaption (depending on the complexity for performingdeductive rea-
soning is not sufficient. These two tasks, at any rate regorgzommen-
dation, are involved with a kind of planning. Planning nolimaeeds to
potentially propose new facts, e.g., one concrete recgvany with explicit
scheduling, and test the consistency with already exigtiotg, e.g., current
resource degradations, and rules, dependencies of dégresdas well as de-
pendencies of potential recovery plan templates/recoaetipns to reduced
resulting post-recovery impact. That is why recovery resmndation and
potentially model adaption may be more appropriately redliby Transac-
tion Logic or Case Based Reasoning, which are both suitavl@l&nning
(compare Sect. 3.6).

No particular approach (nor suitable products) exists #flatvs to support
I/R analysis completely in appropriate granularity anchdeEither they lack
genericity, i.e., are too specific to a certain technologyype of scenario,
or in terms of the service scenario too specific to a certge tyf resources
or the management technologies, or they do not take coveralkeling and
workflow requirement classes (R1 to R5 in Sect. 2.4), at leasterning
granularity and level of detalil.

But for each particular requirement class, R1 to R5, thezesame promising
approaches which can serve as basis for an I/R analysis rarke Gen-
erally speaking, such approaches have to be adapted, refinécbove all
integrated with each other for I/R analysis. Mainly thesprapches are the
MNM service model (together with its instantiation methtuodyy), the SMIB
approach based on it, as well as the Garschhammer approacmlsination
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with the specification language SISL (or alternatively th@SEpecification
language Qual). In addition to that, in general definitiond aoncepts used
today in financial business impact analysis, any suitabl& Siecification

language, and methods for extrapolating future servicgaigaay also con-
tribute to a basis for I/R analysis.

Concluding, an integrated I/RA framework has to approphatdapt and integrated
combine all these existing approaches/concepts to allourfified, integrated framework
I/R analysis, as well as to provide access to interfaceslffth@information needed
necessary in a coordinated and consistent manner. Inylartithe develop-

ment of the framework has explicitly has to include (compeve):

e an appropriately detailed workflow description covering tlasks of
I/R analysis (for R5.1).

e an appropriately refined and integrated modeling to covpedéencies
of service functionalities and resources (in appropriagnglarity), in-
cluding support for aspects like redundancy and load-lcatgnin com-
bination with dependencies of degradations for resourndgunction-
alities, i.e., in combination with definition, measuremend mapping
of QOR/QoS parameter (value ranges) of resources/furaitims.
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4.1. ldea and Approach Taken

Here, the core of the thesis, the generic framework for irhpad recovery
analysis is developed. Sect. 4.1, as an overview, intragdtimeapproach for
the development of the framework in general, while in Se@.td Sect. 4.5
the subsequent steps of this development are performedsodsded.

4.1 ldea and Approach Taken

The issue of this thesis is to develop a framework to supperperforming
of I/R analysis with as much automation as possible. In thieviaing, this
whole framework is referred to as thepact and recovery analysis framework
(I/IRAFw)

In chapter 2 necessary requirements for such a framework wentified.
The complete framework developed here should lastly cdi/rese require-
ments.

Because the framework should be applicable for any givericgeprovisio- generic

ning scenario, it will, as already indicated in chapter 2xgst of the following framework and
parts: a generic part and an instantiation methodology pdyahis generic its instantiation
part to any given scenario. The generic part (or the insitediversion of methodology
this) has to fulfill all above identified requirements: Thgugement classes

service modeling, service degradation modeling, busi(f@ssncial/reputa-

tional) impact modeling and recovery action modeling amceoned with the

modeling of some specific pieces of information for the I/Rlgsis, whereas

the requirement class workflow modeling is specifically @ned with the

actual run of I/R analysis by using modeling informationfiflihg the first

four requirement classes.

Therefore it is reasonable to divide the framework into a ehquhrt (con- model part and
cerned with the first four requirement classes) and a workflavt. Conse- workflow part
quently, the generic part of the framework is consisting gieaeric model

and a generic workflow, which both can be instantiated by iseantiation

methodology to a specific model and a specific workflow.

To sum it up, the framework will comprise these parts:
e (1) generic part:

— (1a) a generic model for all information required for I/R bsés

— (1b) a generic workflow for performing I/R analysis by usitg t
model (1a) and specified interfaces with existing managéicwmmn
cepts/areas/tools

¢ (2) a instantiation methodology to apply the generic moila) @nd the
generic workflow (1b) to a given specific scenario
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In this chapter the generic part, the generic impact andvesgoanaly-
sis framework (I/RAFw), is covered, whereas its instaidraimethodology
(I/RAFw InstMeth) is treated in Sect. 5.

Actually, the generic framework I/RAFw, is consisting ofufoframework
parts, which are accordingly developed in four consecuspecific steps.
Fig. 4.1 illustrates these specific steps for the approacth®development
of the I/RAFw (/RAFwApp). They are introduced in the following.

4 N
Impact and Recovery Analysis Framework
(I/RAFw)

(Chapter 4)

Basic Framework
(BFw)

2 ~
- ~

P (Sect. 4.2) ~
«uses» A

|
- «uges» S

-
' ~
- | ~
- ~

Recovery Tracking Framework
(RTFw)

I
Recovery Analysis Framework
(RAFw)

Impact Analysis Framewor
(IAFw)

(Sect. 4.3) (Sect. 4.4) (Sect. 4.5)
o J

Figure 4.1: Approach for the development of the I/RA framework: basic
framework and its extensions

At first, the basic framework (BFwis introduced in Sect. 4.2. This serves
as a generic basis for all following extensions. That is wiig iconcerned
with all 3 phases of I/R analysis, i.e., impact analysispvecy analysis, and
recovery tracking, but only to be covered in a generic marfrem Sect. 4.3
to Sect. 4.5, extensions of the basic framework are develapd discussed,
each covering one of the specific phases. So there are theiiofl extensions
of the basic framework: thienpact analysis framework (IAFwjiscussed in
Sect. 4.3, theecovery analysis framework (RAFedvered in Sect. 4.4, and
the recovery tracking framework (RTFweated in Sect. 4.5. There, each
extension framework is introduced and developed in antiterananner, cov-
ering the set of requirements related to it in a step-by-stapner. Finally, in
Sect. 4.6 the complete development of the framework is sumath

Concerning a particular one of these four steps for the deweént of
I/RAFw, the following general statements can be made: Ireganit com-
prises a workflow specification and a corresponding data matidéeast it
extends and refines the ones of the basic framework. In thenyworkflow
specification comprises a set of consecutive workflow a@wii.e., model-
ing and processing interactions to be performed, which kasieus input and
output artifacts. The used artifacts may comprise parte®ftiata model, as
well as additional input/output data necessary. For eadalkfleav activity it
specified which (mostly already existing and reused) corapts; concepts,
or techniques are used for the actual realization of theities.
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4.1. ldea and Approach Taken

Moreover, for each particular step of the development thekfdaw speci-
fication may be designed iteratively, distinguishing anti@es, conceptual
workflow, and a realization of this abstract workflow, a reafion workflow.
For the conceptual workflow only the activities and the ugéithats are con-
sidered in an abstract manner. Based on this, for the réalizevorkflow it
is specified, in concrete and detailed manner, which (idesleady exist-
ing reused) techniques, components, and concepts as vpeltasof the data
model are used to actually perform the workflow activities.

The following list summarizes the relevant issues whicheatdressed in this
chapter for each step of the development:

e data model: for all information involved, as far as requifedl/R ana-
lysis.

o workflow: (ideally existing reused) components/techngjaad activi-
ties (steps), i.e., interactions of components with neaxgssput/output
artifacts, designed in an rough abstract, as well as a ddtaibncrete
way.
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4.2 Basic Framework

In this section the basic framework for I/R analysis (conepiig. 4.1) is in-
troduced and discussed. This basic framework (BFw) widran (Sect. 4.3
to Sect. 4.5) be extended to eventually fulfill all requirerseidentified in
Sect. 2.4 with appropriate granularity and sufficient lefedetail.

Fig. 4.2 illustrates the approach for the development &f Iiaisic framework
(BFwAppr). Because it has to constitute a consistent andbfedasis to
allow for later extensions, it is developed as follows:

First, abasic abstract workflow (BAWfllescribed in an abstract and rough
manner, is introduced in Sect. 4.2.1. This abstract workftoeonsisting of

a set ofbasic abstract workflow stepnd relatedbasic abstract input and
output artifacts Actually, two refinement steps of this workflow, BAWf, will
be developed as explained below.

Following, from Sect. 4.2.2 to Sect. 4.2.4 the basic abstrackflow is re-
fined: Consecutively for each of its basic workflow steps,ahstract output
and input artifacts are analyzed and refined in detail, whicther allows a
refinement of the workflow step. Altogether, these refinesehthe individ-
ual steps add up to thmsic refined abstract workflow (BRAWY)

In Sect. 4.2.5 dasic component architecture (BCAr¢ckhich is capable of
executing the basic refined abstract workflow (BRAWY), isaduced: First,
basic external interfaces (BExtIfcs) existing management tools, data bases,
or other data sources are identified, which are used as dateesédestina-
tions of input/output artifacts.

Second, the generibasic component architectuiieself is specified. 1t is
consisting of multiple, interactindyasic internal components (BIntComps)
which are realized by concrete, existing and reused or ndexgloped con-
cepts, tools, techniques.

In fact, the specification of basic external interfaces aé age- where possi-
ble - the specification of internal components is reusingtexy management
tools, platforms, concepts. This is done in order to enswatthe I/RA frame-
work as a whole will easily integrate in the existing serviceanagement and
provisioning infrastructure of a service provider, andt thavill be easy to
use and will be really of help for its operators and praatiéis actually faced
with I/R analysis.

Afterwards, the refined abstract workflow will be mapped t® dietailecba-
sic realized workflow (BRWfwhich will be implemented using the before
specified component architecture.

This realized basic workflow performed by the basic compbaerhitecture
using the basic external interfaces is the basis for alh&rrtefinement, con-
cretization, and extension discussed and introduced ixtension frame-
works (Sect. 4.3 to Sect. 4.5).

124



4.2. Basic Framework
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Figure 4.2: Approach (BFwAppr) for the development of the basic frame-
work (BFw)
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Concluding, the basic framework comprises three refinesteps for a work-
flow for I/R analysis, namely the basic abstract workflow (B\®ect. 4.2.1),
the basic refined abstract workflow (BRAWI, Sect. 4.2.2 totS&2.4, com-
prising three subworkflows, one for each step of BAWf), anel basic re-
alized workflow (BRWf, Sect. 4.2.5.6, comprising multiplebsvorkflows,

especially one for each step of BRAWY). In addition to thanhiroduces a
basic component architecture (BCArch), consisting of dasiternal inter-
faces (BExtlfcs) and basic internal components (BIntCompkich can used
to actually perform the basic realized workflow (Sect. 4.2.5

4.2.1 Basic abstract workflow

Here the abstract version of thmsic workflow (BWf)the basic abstract
workflow (BAWf)is introduced. For this purpose abstract activities and ab
stract input/output artifacts are specified as well as amgédescription how
these artifacts are derived from and mapped to each othewevdw, here
only a general, abstract idea of this mapping will be givethaut detailed
and specific mapping information. Too complex, detailecadaiurces are
also not specified here. Rather, the specific details of ttilacs regarded
from an abstract level are treated afterwards in Sect. 402S&ct. 4.2.5, re-
sulting in the refined realization of the abstract workflowVB# the basic
realized workflow (BRWfYiscussed in Sect. 4.2.5.6. Moreover, the specific
and detailed data structures necessary for completelizireathese artifacts
and for integrating them with the provider’s service pramigng/management
platform are eventually fully covered in the particularengion frameworks

in Sect. 4.3 to Sect. 4.5.

In general the refined and realized version of this workfloW éve to com-
ply to the requirements of Sect. 2.4, especially the onedeaelto the course
of the I/R analysis in general (R5.1 to R5.3). EspeciallylRSee Sect. 2.4.7),
i.e., the tasks eventually to be performed by the I/R anslyshich are im-
pact analysis, recovery analysis, recovery tracking,otust notification, and
modeling adaptation, suggest the idea to separate the wialdlow into
three subsequent steps subworkflows The first of the two subworkflows
will be concerned with one of the first two tasks each (impaelysis, recov-
ery analysis). The third will be concerned with recoverygkiag, including
the related tasks of customer notification and modeling iadiap.

Fig. 4.3 shows an overview of the resulting basic abstrackfiaw of I/R ana-
lysis BAWf consisting of the three subworkflows. In detailese subwork-
flows are:

e BAWT.1: impact analysis subworkflow: determine impact onvems,
service instances and customers (service impact) and dyuieess of
the provider (e.g., SLA violation costs as a first step; bessnmpact);

e BAWT.2: recovery analysis subworkflow: recommend recoaatjon to
perform and determine the resulting reduced impact of #usvery ac-
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Figure 4.3: Overview of Basic Abstract Workflow of I/R analysis (BAWY)

tion; reduced impact should eventually take into accoumiaiaing im-
pact (with more specific duration of service degradation),abso costs
and effort of recovery action;

e BAWT.3: recovery tracking subworkflow: track the actualoeery per-
formed (even if it is not the one recommended by the recoveajyais),
while customers are kept informed. Additionally, adaptglelmg if ac-
tual recovery performed has influenced the modeled services

The first subworkflow performs the impact analydimgic abstract impact
analysis subworkfloyy and it has a list of current/assumed resource degra-
dations as input and business impact as output artifact.e IHerrecovery

is considered yet. The second subworkflow is concerned Wwéhrécovery
analysis basic abstract recovery analysis subworkfijoand has as output
recommended recovery alternative as well as the estimathtted impact
resulting if this recovery alternative is actually perfaun Finally, the third
subworkflow performs the recovery tracking of the actuaésteld and exe-
cuted recovery alternativégsic abstract recovery tracking subworkflowe

it one having been recommended or even a completely differsn
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relationship to Furthermore, it is to be said, that this partitioning of therkilow also ex-

framework actly corresponds to the subdivision of the extension ob#mac framework:

extensions Sect. 4.3 will be concerned with the refinement and speciéilization of the
impact analysis, i.e., impact analysis framework, and $ido&iconcerned and
refine the impact analysis workflow. Correspondingly, Sédtdiscussing the
recovery analysis workflow will refine the recovery analysisrkflow, and
likewise Sect. 4.5 will refine the recovery tracking workflow

representation  Actually, in Fig. 4.3 BAWf is depicted as an UML activity diegm. Sub-

of BAWf workflows are represented by UML activities. Input/outpdifacts in gen-
eral are represented by UML object instances with the stypedartifact”.
Complex structure and the relationship of multiple artsahich are the
output of the same subworkflow are indicated by UML links f{@mses of
UML associations) between the respective object instandesexample is
the “results in” link between “RecoveryPlanAlternativesid ReducedBusi-
nessimpact”, both being output of activity “Recovery Arsay. In contrast,
relationships between separate input or output artifafotifferent subwork-
flows, which are only semantical and not structural in nataoacerning ar-
tifact structure), are indicated by UML dependencies wiiprapriate stereo-
types: An example is the “causes” dependency between tleetdbstances
“ResourceDegradationList” and “Business Impact”. The tatter ones are
separate outputs of the activities “Impact Analysis” ané¢Bvery Analy-
sis” respectively, but with the (only) semantical relasbip that the latter one
specifies (i.e., business impact) what#isedoy the specification of the for-
mer one (i.e., resource degradation list). In contrast;rbgults in” link (as-
sociation instance) between the object instances “RegBlamnALternatives”
and “ReducedBusinessimpact” denotes a structural raekttip between the
two object instances which both are output of the activitgcBvery Analy-
sis” as well as input of the activity “Recovery Tracking”.

artifacts of the The input/output artifacts shown in Fig. 4.3 are #réfacts essential for the

workflow whole workflonBAWH{. In the following analysis of the particular subwork-
flows the detailed structure of these workflow-essentiafaats is treated.
Moreover, for each subworkflow further input/output adtamay be intro-
duced and equally treated which are actualhty essential for the specific
subworkflow not essential for the whole workflow. Beyond this, after the
analysis of the input/output artifacts essential for aipakar subworkflow,
even further so-calleddditional artifactsmay be introduced, which actually
determine how to convert essential input artifacts inteesal output artifacts
for the particular subworkflow.

representation Done in parallel to this analysis of input/output artifafiis a subworkflow,

of subworkflows  each subworkflow is refined accordingly. Refinement of a sukfiow is
represented by refinement of the respective UML activityign &.3. For such
refinements, UML activities denote particular steps of thbvsorkflow in
guestion, not the subworkflow as a whole. For representafiamput/output
artifacts in these refinements the rules described abowatifeicts of BAWf
are applied.
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4.2.2 Basic abstract subworkflow for impact analysis

The subworkflow for the impact analysis BAWTf.1 (first step af.F.3) is an-
alyzed and treated in more detail here, although this aisatgays on an ab-
stract level. The result of this analysis is BRAWf.1 as rafieat of BAWf.1.

4.2.2.1 Analysis of essential artifacts

Basically, the purpose of impact analysis is to determireeithpact from basic situation
degradations of resources used for the service realizatiahe business of for impact
the provider. Fig. 4.4 illustrates the basic situation fopact analysis, i.e., theanalysis
derivation of service impact and business impact out ofuesndegradations

given.

ResourceDegradation causes» Service Impact causes» Business Impact
List 1 1 1 1

Figure 4.4: Service impact and business impact caused consecutivels-by
source degradations

Initially, a list of resource degradations, i.e., degrautat of resources used
for service realization, is given. Each of these resourggatiations may

entail some negative consequences for the functioningguadity, and the

access of dependent services, as seen from the point of Vighe oustomers

and users of these services. In turn, this may entail negatnsequences
for the business concerning financial or reputational aspadsing from the

degradations of the services, e.g., SLA penalty costs (eoen@quirements
R3.1to R3.3).

The termservice impacis used to subsume all the negative consequences
on the services as experienced by users or customerspnegming access,
functionality, particular quality. Each of these negattemsequences for the
functioning, the quality, or the access of a service fumalay for a specific
set of users and customers is labeled by the t®eruice degradationHere,
the term degradation ranges from partial, minor qualityrddgtion, tempo-
rary or transient short-time unavailability, high qualdggradations, to total
unavailability. As already said, a service degradatiorcdiess the degrada-
tion from the point of view of users or customers. Furthemohne negative
consequences on the business concerning finances andi@petdailed by
the service impact are subsumed under the temsiness impacnd are in-
dividually calledbusiness degradation&xamples for business degradations
are SLA penalty costs, revenue loss, or an increase in thdauaf custo-
mers canceling contract (requirement class R3). Each of thay be further
subdivided (e.g., revenue loss per individual service, lefalty costs per
single contract) where it is appropriate.

So in general, one or multiple resource degradations eamtsdrvice degra- situation for
dation, and one or multiple service degradations entailsainess degrada-impact analysis,
tion. All business degradations (indirectly) entailed byecor multiple of refined
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the resource degradations initially given, represent tleness impact to de-
rive. In the recovery analysis performed after the impaetyasis, these busi-
ness degradations entailed by a resource degradationeniited to evaluate
and prioritize the resource degradation and to plan anddsdbés recovery.
Fig. 4.5 illustrates this refined situation for impact asayi.e., the derivation
of service degradations and business degradations cdivedgentailed by
resource degradations.

Resource Service Impact Business Impact
DegradationList causes» causes»
1 1 1 1
?{: ?‘k ?’%
Resource Service Business

causes»

causesy»

Degradation Degradation Degradation

Figure 4.5: Service impact and business impact composed of servica-degr
dations and business degradations caused consecutively by
source degradations

example In the following, an example situatio( Sit1), which is taken from example
situation for I/R A run of Sect. 2.3.4, is introduced. Later on, this exagrgtuation will be
I/R analysis used for further illustrations, too. Fig. 4.6 illustrates example situation. In

fact, it is a slight extension of the situation presentedentS2.3.4. Here, the
service provider LRZ is faced with three simultaneouslyurdag resource
degradations: resource degradatignsandg,, from Sect. 2.3.4, and addition
a further resource degradations,.

Similar as in Sect. 2.3.4, resource degradagpn(high utilization of the
particular ip inkrippink (7t 1e2s Trsw.2 ), having risen above 60% permanently;
compare Fig. 2.9) entails service degradatign ; (mail sending delay for
all users degraded: mail sending delay avg.min), which in turn entails
business degradatiagp,_; (SLA penalties defined byla_pnity.,.i3 for vi-
olating corresponding SLA constraista_cnstr,.i3, Which prescribes avg.
delay< 5 min). But, here an additional resource degradatian (long aver-
age DNS server processing time of av§.s per request, instead of normally
avg.< 1 s perrequest) is also contributinggg _;, making its degraded value
range even worse, resulting in an avg. total sending deléyhah. Yet, busi-
ness degradatiog,; _; is hot becoming worse, as its corresponding penalty
definition (sla_pnltym,.3) IS Not taking into account the specific value of the
exceed of the delay abo%emin (6 min instead 0f5.5 min without g,.1;).

Furthermore, the additional resource degradagpmp causes a service degra-
dation (y,;_2) of the web page access functionality, namely an increatieeof
average web page delivery delay (av§.s, for web pages of up t@00 Kb,
instead of usuallyd s). As the resulting value range is still within the de-
fined SLA ranges< 20 s for premium customers, and 30 s for normal
customers), this causes no business degradation (as oAlyp&halties are
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Figure 4.6: Example situation £xSit1) comprising service degradations
and business degradations caused consecutively by resourc
degradation's

considered as business impact for this example), only saomeyance for
users (not covered here as business impact).

Moreover similarly as in Sect. 2.3.4, resource degradajoifAFS storage
outage resulting in unavailability of various AFS file pgthssults in the two
service degradationg,_; (mail sending completely unavailable for partic-
ular customers) ang,»_» (web page access completely unavailable for par-
ticular customers).g,»_; results in business degradatign_, (SLA penal-
ties for violating constraintsia_cnstr,.;; andsla_cnstry.ie), andgg_o re-
sults in the business degradatignps .1 (SLA penalties to normal web ser-
vice customers - constraint$a_norm_contr ., and sla_norm_cnstryens)
and g,»_»_» (SLA penalties to premium web service customers - conggain
sla_prem_cnstryen andsla_prem_cnstryeps).

Concerning details of the slp (SLA penalties costs) meeticabove, compare
their definitions on p. 51 in Sect. 2.3.4.

In order to be useful, for the selection and scheduling afvery measures in details/issues of
appropriate granularity/accuracy (requirement clas&#y lon, the businessdegradations
degradations derived by the impact analysis have to beitesawith appro-

priate granularity and with sufficient detail level. To alldor this, business

degradations are ideally described as functions of timeuoattn, e.g., the

SLA penalty costs for a particular service and for a paréicalistomer over a

specific time/duration. So, a description of a businessatkgion has to sat-

slp=SLA penalty
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isfy two requirements: the time granularity has to be selkeppropriately
and the value granularity per time unit has to be selecteardoly. In order
to specify and derive business degradations with theséresgents, it is also
necessary to distinguish the different resource degr@auaand the different
service degradations in sufficient and appropriate graityiknd detail level.

Therefore, where necessary, the description or specditaif a resource
degradation has to include details like the affected resguhe specific de-
graded resource quality parameter and its actual valueerahg time, the
(estimated) duration, and the temporal course of the datjcad Similarly,
the specification of a service degradation has to specibilddike the specific
service functionality affected, the specific functionalsarameter value sets
for which the service is degraded (particularly the spesiinvice instances,
i.e., users and customers affected), the specific affeeteice quality para-
meters and its actual degraded value range, the time, ttimé&tsd) duration,
and the temporal course of the degradation. Furthermoegldition to infor-
mation about time and duration, the specification of a resodegradation or
a service degradation may include information about theipdailure pat-
tern, where this is necessary for determining the entailesiness impact in
sufficient detail. The failure pattern describes the aauglossible course of
recurrent occurrences of specific a degradation, e.g., inglobaracterized as
random, transient, intermittent, permanent, or even byenacomplex means
as e.g., statistical distributions. In fact, all theseatiéhtiations are related to
the requirement classes R1 and R2.

The actual identification of the complete set of details ssagy to describe
and design the corresponding data structures used togpesifurce degrada-
tion, service degradations, and business degradaticadtpially performed in
the Impact Analysis Framework (Sect. 4.3), where thesecéspee discussed
and treated iteratively. For the abstract purpose of thecBaamework here,
the above examples of details shall be sufficient to illustend motivate
the notions of resource degradation, service degradatigsiness degrada-
tion, and their inter-relationships. In general, the fallog may be said about
them: Business degradations have to be specifiable and tetbardnable
with sufficient level of detail, concerning the time gramitidaccuracy as well
as the value granularity/accuracy per time unit. In ordesupport this, re-
source degradations as well as derived service degraddimre also to be
specifiable and to be determinable with sufficient level dadle€oncerning
the granularity/accuracy of the time domain as well as tlaagiarity/accu-
racy of the value domain. The time domain for resource/serdegradations
is concerned with information about time/duration anduiial pattern/tem-
poral course of the degradation, and the value domain isecoad with a
sufficient subdivision and differentiation of resource i@etations and service
degradations per time unit, taking into account e.g., Bffié functionalities,
different functionality parameter values (e.g., diffdrenstomers/users), dif-
ferent quality parameters, and different levels/valugesnof a quality pa-
rameter.
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Summing up, this leads to the following abstract definitiom$able 4.1: abstract
definition of
business degradation:information about a specific financial/reputatiorgal business,
consequence on the business of the provider entailed byganef service,
service degradations (in turn entailed by resource detjoadd, as resource
function of time/duration, in appropriate detail/accyfgcanularity | degradation
concerning time domain and value domain (as necessarydoveey
analysis later-on).

service degradation: information about a specific consequence on a ger-
vice entailed from one/some resource degradations, asierped
by customers/users, in appropriate detail level/accugaagularity
as necessary for deriving business degradations in apategranu-
larity/accuracy.

resource degradation: information about a degradation of a resoufce
used for service realization, in appropriate detail le@ilracy/gran
ularity as necessary for deriving service degradationgpr@priate
granularity/accuracy.

Table 4.1: Abstract definitions for business degradations, serviagyatka-
tions, and resource degradations

Using these abstract definitions the essential input angubattifacts of the abstract
impact analysis subworkflow are described and characteazefollows in definition of the

Table 4.2: basic input and
output of impact

input of impact analysis: list of resource degradations, currently occlr-analysis
ring or only assumed.

output of impact analysis: derived business degradations together
the service degradations entailing them and in turn witlouese
degradations entailing the service degradations; in otoeallow
for evaluation, prioritization, and recovery schedulirighe initially
given resource degradations by evaluation of businessadations
derived from them.

Table 4.2: Abstract definition of essential input and output for impacaly-
sis

As already stated above, the specific details and data stescto describe abstract

and specify business degradations, service degradatindgesource degra-definition of
dations are investigated and developed in the Impact Aisalyramework in details/specific
Sect. 4.3. Nevertheless as also motivated and discussed,amme generic issues of
statements and definitions concerning the data structemsssary to specify degradations
the particular types of degradations for I/R analysis casthted here in ab-

stract manner. Fig. 4.7 illustrates these aspects andsisstach are given as

conclusion and summary of the example descriptions of diegi@ns given
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above. Information describing any particular of the thygees of degradation
has to cover in appropriagganularity andaccuracythetime domairas well
as thevalue domain

details of For business degradations, the time domain has to covessssancerned
business with the time granularity of time/duration, as well as pediaty and temporal
degradations course of the degradations. The granularity of the valueadorfior business

degradations deals with an appropriate subdivision of leeadl business im-
pact into individual business degradations. The accuratlyeovalue domain
for business degradations is concerned with measuregmédr business
degradations per time unit which are accurate and detailedgh.

details of re- The time domain for resource as well as for service degranigais concerned
source/service  with similar issues as the time domain for business degi@uatnamely time
degradations granularity, time periodicity and temporal course in gaheAlso similarly,

the issues for the value domain of resource and service digtipas are sub-
divided into granularity and accuracy of the value domain.

About the granularity of the value domain some differemiatare made al-
ready on this abstract level here, for both, resource datjrats as well as

granularity of service degradations. In general, concerning the grabutarthe value do-
value for re- main for resource/service degradations the degradatiojecias well as the
source/service  manner (or type) of the degradation have to be consideredi&fradation
degradations subjectidentifieswhat is degradede.g., which resource or which service

(functionality) for which customers/users. Moreover, tiegradations man-
ner further specifiekiow, i.e., in which way or mannghe degraded subjectis
actually degraded. For the degradation of a particulanmeso(as a degrada-
tion subject) different degradation manners can be e.gntiled with differ-
ent QoR/QoD parameters (or sets of QOR/QoD parametershvane actu-
ally degraded. Similarly, for a degraded service functiiyéas degradation
subject), different degradation manners can be identifigld evfferent QoS
parameters (or sets of QoS parameters).

Concluding, the issues concerning the granularity of tHeevalomain for
resource/service degradations, are classified by a sghmhvinto different
degradation subjects, (answerifwhat is degraded’) with different degra-
dation manners (answerifim which manner is the subject degradeddach.
Whereas, the granularity of value domain for resourcelserdegradations
is concerned with the particular degree of the degradatien,the question
“to what degree” or more exactly'to what degree is the specific degrada-
tion subject degraded in the specific degradation mann&pecifically, the
distinction of different degradation subjects is mainliated to requirement
class R1, while the distinction of different degradationnmexs is related to
requirement class R2.

accuracy of The accuracy of the value domain is concerned with an apatepralue mea-
value for re- sure of a degradation per time unit per degradation subjctipgradation
source/service  manner: For resource degradations, this can e.g., be dotieetspecifica-
degradations tion of values conforming to a particular QoR/QoD metricqaorrespond-

ing value ranges) for each potential combination of degradaubject (the
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Resource Service Impact Business Impact
DegradationList causesr causesr
1 1 1 1
?* ?* ?*
Resource Service Business
Degradation causesr Degradation causesk Degradation
* * * *
N N 7l N 7 N
<<des<1r|bes>> «desc\rlbes» «desc;lbes» «desc\rlbes» «desgmﬁes» <<des:1r|bes»
| \ / \ 7 |
. \ / )
Resource Resource Service Service Business Business
Degradation| |Degradation Degradation| |Degradation Degradation| |Degradation
Time Value Time Value Time Value
Resource Resource Service Service Business Business
Degradation Degradation Degradation| | Degradation Degradation Degradation
Scope ValueAccuracy Scope ValueAccuracy Scope ValueAccuracy
VL\ VL\ |
Resource Resource Service Service
Degradation| |Degradation Degradation| |Degradation
Subject Manner Subject Manner

"what is affected?": N

- which resource;

- for which specific
resource usage
parameter sets;

- for which specific
requested QoD;

"what is affected?": AN

- which functionality;

- for which specific
service functionality
parameter sets;

- for which SLAs,
customers/users;

- for which specific
requested QoS;

"what kind of
business
degradation?"

-e.g.
SLA violation costs,
# of customer
canceling contract);

"how is it affected?": "how is it affected?":

- which kind of degradation:
which QoD parameter (set),
which failure pattern
(e.g. transient, permanent);

- which kind of degradation:
which QoS parameter,
which failure pattern

(e.g. transient, permanent)

"to what degree is it affected?": "to what degree is it affected?": "to what degree is it
affected?”
- value (range) of metric

of affected QoD parameter (set);

- value (range) of metric
of affected QoS parameter (set);

-described by
appropriate
business metric/
business characteristic

"when is it affected?":

- — 4 - at which time L ______ |
- with which duration;
- with which specific dynamics/change pattern over time;

represented by function(s) of time

Figure 4.7: Abstract parts of information necessary to describe, $paaid
subdivide initial resource degradations, entailed serdiegrada-
tions, as well as entailed business degradations

135



Chapter 4. Impact Analysis and Impact Recovery Framework

Degradation Value Time
Scope Value Accuracy | (during regarded
Subject \ Manner time interval)
Jr1 Tiptink (Tt 1rzs Trsw.2) high link > 60% permanently
utilization
Jrip Tdns_sv1 long DNS avg.15 s, randomly,
processing time ca.2/3 of requests
Gr2 Tatssv1 (Path € PathListAf) AFS cell outage fully unavailable | permanently
Js1-1 Jmail fuse/send high mail avg.6 min permanently
sending delay
Js1-2 Jweb /use /apage high web page | avg.18 s permanently
delivery delay
Js2-1 fmail fuse /mbox_access (USET € GrpMail®) | unavailability fully unavailable | permanently
Js2-2 fveb Juse fapage (USET € GrpWeb®) unavailability fully unavailable | permanently
Ip1-1 SLA penalties defined byla_pnlty,.is SIPmais (t)
Jp2—1 SLA penalties defined byla_pnlty,ai1 SIPmain1 (t) + SIPpmai2(t)
andsla_pnltymaio
Jpa—2—1 SLA penalties defined byla_prem_pnltyyen: Slp_premyent () + slp_premyeps (t)
andsla_prem_pnltyyens
Jp2—2—2 SLA penalties defined byla_norm_pnltyyen: SIp_normyen: (t) + Slp_normuyens(t)
andsla_norm_pnltyyep2

Table 4.3: Example of the parts of information describing degradatiohexample situatioi’zSit1 (compare p. 130)

1 PathListAfs denotes the list of particular file paths which are affectgthie AFS cell outageg.2)
2 GrpM ail denotes the list of particular customers and correspongsegs affected by the mail sending outage (1; compare Sect. 2.3.4)
3 GrpW eb denotes the list of particular customers and correspongirgs affected by the web page access outaged; compare Sect. 2.3.4)
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particular resource) and degradation manner (the paati€udR/QoD param-
eter (set)). Alternatively, instead of only values and ealanges (per time),
suitable abstractions thereof may be used, such as morg tiyzes of value
specifications using probability distributions or posipidistributions. For
using the former suitable knowledge about the exact or eséidhprobability
distribution of the metric values has to be in place (or meay while the
latter, being related to fuzzy logic, can be often be usedtode partially ex-
isting expert knowledge. Similarly, for service degradas the values/value
ranges/abstractions thereof of QoS metrics can be usedrmlarasmanner as
the ones of QoR/QoD metrics for resource degradations.

Degradation subject and degradation manner, which botthieg character-
ize and determine the granularity of the value domain of uessiservice
degradation, are subsumed under the tdegradation scope Concerning
the granularity of the value domain for business degradatia similar dif-
ferentiation into subject and manner could be done, but esléinition of
business impact and business degradation is highly depgidithe specific
point of view and the specific requirements of the serviceiplier, which has
to define and specify them individually, such a differemdiaton this abstract
level is not done here. Instead, only the telosiness degradation scope
is introduced, in analogy to the term degradation scopedsource/service
degradations, concerned with the granularity of businegsadiation. Con-
sequently, business degradation scope is concerned \eithuibstiori'what
kind of business degradation is happeninghereas in contrast the accuracy
of value of business degradation is concerned with the mure'$o what de-
gree is the specific kind of business degradation happening”

To provide an example, Table 4.3 on p. 136 gives an overvieth@farts parts of
of information describing the various degradations of thengple situation degradation
FxSitl introduced above (initially entailed by the resource ddgt®nsg,,, information for

Jr1b, Gr2; S€E P. 130). example
. . . situation
The examples given above and terms introduced above wesg giorder to

provide a general overview and an abstract classificatitimajeneral aspects
and issues which have to be taken into account when dealithgbusiness

degradation, service degradation, and resource degoaddbr the purpose
of I/R analysis. As already said, the realization of the$alastract parts by

refined and detailed data structures is actually performddigscussed in the
Impact Analysis Framework in Sect. 4.3.

After having analyzed the general situation for impact gsial the first step refinement of
of the basic abstract workflow, BAWf.1 (Fig. 4.3), is now reifilh based on the workflow with
analysis of the basic input and output artifacts, which wiasussed above. detailed basic

In Fig. 4.8 this refined version of BAWf.1, namely BRAWf.1 dspicted. input/output
artifacts
In the basic abstract workflow in Fig. 4.3, impact analysis waly a single

workflow step, having an essential basic input artifact, elgrthe list of initial

resource degradations - the essential input of the ovéRalmalysis, as well
as an essential basic output artifact, namely the busimgssadt. The abstract
definition and the general issues concerning the structutteecartifacts, as
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Figure 4.8: Basic refined abstract subworkflow of impact analysis witdeas
tial input and output artifacts (BRAWHf.1, refinement of BAWf
in Fig. 4.3)

well as their inter-relationships have been discussedrédiee the abstract
definitions on p. 133). Furthermore, as a mediator betweem ttservice
impact was introduced and treated in detail, too.

subdivision of Therefore, the impact analysis, BRAWTY.1, regarded as a stkflew instead

impact analysis  of a single step of BRAWT, is subdivided into two subworkfloigss:service
impact analysifBRAWf.1.1), andbusiness impact analys(BRAWI.1.2).
The task of the former is deriving service impact from theiatly given list
of resource degradations, and the task of the latter isidgriwusiness impact
entailed from the service impact.
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That is why between the two subworkflow steps, as additiommakfdow ar- service impact
tifact, the derived service impact is added. It is the esakenttput arti- as additional
fact of the service impact analysis step, and is the essenpiat artifact artifact

of the business impact analysis step. So, the list of resodegradations,

originally being the essential input artifact of the oveiaipact analysis
BAWf.1/BRAWI.1, becomes particularly the input artifadttbe service im-

pact analysis step BRAWTf.1.1. Likewise, the output artifafcoverall impact

analysis, i.e., the business impact, indirectly entaitethfthe resource degra-

dations, becomes particularly the output artifact of bessimpact analysis

step BRAWT.1.2.

The determination of the service impact as a single artiaoecessary, on
the one hand because for the provider it is necessary tanintioe customer
side about the service impact of its subscribed servicesparthe other hand
the business impact in fact can only be derived based on thiesempact.
The reason for the latter is that I/R analysis in this workaseerned with
business impact entailed by resource degradations viaripadat on services.

SIAandBIA are introduced as abbreviations for service impact arsabysd
business impact analysis, respectively. For impact aisilygeneral the ab-
breviationlA is used.

Concluding, impact analysis actually deals with three mssleartifacts, the all essential
list of resource degradations initially given as input fR bnalysis, the ser- input/output of
vice impact, i.e., the service degradations entailed floerésource degrada-A

tions, and finally the business impact, i.e., the businegsad@ations entailed

from the service degradations (for a detailed definitiorheftyypes of degra-

dations regarding I/R analysis see definition boxes on p).133

In Fig. 4.8, also in abstract manner, the structure of araticgiship between relationship of
these artifacts is given. The artifact for service impactsists of subartifacts essential
for each derived service degradation together with a reteréo the particular artifacts
resource degradations from which it is entailed. Similathe artifact for
business impact consists of subartifacts for each deriuethbss degradation
together with a reference to the list of the particular ssndegradations and

in turn the list of particular resource degradations fromohht is entailed.

Doing so, the recovery analysis performed after the impaatyais, is able

to evaluate each single business degradation and by usifatk-references

to the causing resource degradations to plan an appropeedeery of the
corresponding resources.

To sum it up, the basic abstract impact analysis subworkflomsists of the
two following subworkflow steps:

e service impact analysis (BRAWf.1.1):

— it uses the initially given list of resource degradationgnasit.

— itdetermines as its output the service impact, i.e., impacervices,
specific service functionalities, and on their QoS, for eaffbcted
service instance, i.e., customer/user, from the point eivof the
customer or user.
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e business impact analysis (BRAWf.1.2):

— itis based on the service impact information used as itstinpu

— it determines as its output the business impact, i.e., bichyeact on
the business of the provider, be it financial or reputatigatleast
SLA violation costs; in general also aspects like revenss {xe.g.,
based on service usage prediction, image loss concerngigroars
or the whole public).

4.2.2.2 ldentification and analysis of additional artifacts

After the discussion of the essential basic input and owtgifacts of the im-
pact analysis subworkflow, namely the initial resource dégtion list as well
as its derived service impact and business impact, in thewolg artifacts
necessary in addition to the former ones are introduced msecdsked.

Generally speaking, in addition to its essential input anihot artifacts, im-
pact analysis, i.e., particularly service impact analgsid business impact
analysis, need some kind of information that determines twwderive en-
tailed service degradation from the resource degradati@ngnitially, and
how to derive entailed business degradations from the cedegradations.
That is, information determining how the different typesdefyradations de-
pend on each other, is required.

Therefore, for each, for service impact analysis as welloadiéisiness im-
pact analysis, an additional abstract artifact, a so calkggendency model

is introduced:service impact dependency model (S| dependency miadel)
service impact analysis, armisiness impact dependency model (Bl depen-
dency modelfor business impact analysis. The S| dependency model de-
termines how to derive service degradations entailed fresource degrada-
tions, i.e., it determines the mapping from resource degras to service
degradationsrésource-to-service degradation mappind-ikewise, the BI
dependency model determines how to derive business dé¢ignesiantailed
from service degradations, i.e., it determines the mappfrggervice degra-
dations to business degradatiossr{ice-to-business degradation mapping

In Fig. 4.9 the relationship of both dependency models toder@vation of
service and business degradations from resource andsedegcadations en-
tailing them is visualized.

In general, both dependency models comprise all informatéexessary to de-
rive entailed service or business degradations from resaurservice degra-
dations, respectively. That is why they are both also sulesiunder the term
impact dependency modgis order to distinguish them from dependency
models used in other areas, e.g., as configuration or chaagagement.

As the specific data structures and details of degradatieresdre only cov-
ered in an abstract way and are actually investigated inrtfpatt Analysis
Framework in Sect. 4.3, the dependency models, which quresto these
degradations, are only covered in abstract way here, too.
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Figure 4.9: Impact analysis dependency models for mapping of resource
degradations to service degradations, and service ddgmasiéo
business degradations

Nevertheless, some examples referring particularly toetteenple situation examples of
ExSitl (see p. 130) and referring in general to the example scemdriompact

Sect. 2.3 are here given for motivation: dependency

. del dat
A very basic type of data necessary for Sl dependency moctelsmlo e data

the information about general dependencies of services emources
used for realizing the services. Simple examples for thel reai-
vice Smail aAl€ the dependenCieSnailout - fmail/use/send) Tspamcheck
fmail/use/recva Tmailinstudlmu fmail/use/recv(reCEiverE LMU UStUCD, and
Tmajordomo  —  Jmail/use/recv (TECEIVEriS mailinglist). A slightly more
complex example for this type of impact dependency inforomatis
the (indirect) dependency of services on resources of subess:
€.9-, Tiplink(Trtdrzs Trsw2) —  fmailjusessena WHIiCh iS @ combination of
Tiplink(rrt_lrzarr_sw_Q) - fip/use/connect(path:rmailout"'anyw}lere) (Com-
pare Fig. 2.9 on p. 49) anfl, /use/connect — fmail /use/send> 1-€., the dependency
relevant for deriving service degradatign_; from g, in ExtSit1.

From such basic, general dependency information at leastieation of ser-
vices/service functionalities/service instances propatbected by a given re-
source degradation is possible. That is, from the degm@aatibject(s) of a
resource degradation, a resource (list), a derivation @fdégradation sub-
ject, a service (functionality) or service (functionalityystance (set), of a
probable service degradation is possible. E.g., from timeigé dependency
Tmajordomo — fmail /use/recv (TECEIVETIS Mailinglist), and any given resource
degradation of aj0rdomo, @ Service degradation of the service functionality
instance Self,ai/use/recy (f€CEIVEris mailinglisy can be assumed. However,
nothing can be derived concerning other aspects of suchadraple service
degradation, e.g., nothing about the degradation manreciv@QoS parame-
ter is affected), nothing about the degradation value aoguidegraded value
range of the QoS parameters), nothing about the temporadefluration of
the degradation. Concerning the temporal aspect of thecsetegradation,
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it can of course often be assumed that the temporal coursgiiuof the ser-
vice degradation is equal to the one of the resource degoadaBut this is
not in any case true, as an entailed service degradatiort migh take longer
than the initial resource degradation entailing it, efqa,short resource time-
out leads to a disruption of a high-level service sessiorvis not resumable
without human interaction. So, in order to derive aspectss#rvice degrada-
tion besides the degradation subject, further degradataping information
has to be available:

As in the example I/R run of Sect. 2.3.4, information is neeeg to derive
from the resource degradatigi (IP link with high link utilization > 60%)

that mail sending functionality and mailbox functionaldye slowed down,
i.e., to derive an increase of the QoS parameters valugs.9ficiay send_intra

aNd ¢ ail/delay_send_extra, SO that associated QoS constraints are violated (e.qg.,
sla_enstrpa, sla_cnstry.ge). This type of information, modeling and de-
scribing more exact value range and time dependencies, majahically
modeled (e.g., by mathematical functional specificatiarisycstatistical mo-
dels) and/or may be derived from actual measurements (pegtbpassively

or actively) or actively performed test actions.

Examples of information necessary for Bl dependency modeésthe def-
initions of the SLA violation costs, likela_pnitym,.g1 and sla_pnltym,.io

of example situation®xtSit1, making it possible to derive from service
degradation information, e.g., outage durati@Rii/rctiabgeneral > 30 min
(sla_cnstryaie), the exact business degradatioail availability SLA viola-
tion costs per timdgas part ofg,,_1), specifically described as a function of
time: slpmaini(.) (compare Fig. 4.2.2.1, as well as the definitiors@f,,.ii; (.)
on p. 51).

Some general statements about both impact dependency sraaiebe still
made on the abstract level. They are introduced in the fatligw

In general, the data of impact dependency models can beedivid into two
general parts: rather static, basic data and additionamyndata.

On the one hand, the dependency model comprises the propbsl hata,
which describes the derivation of service/business degi@ts from re-
source/service degradations. This type of data is more $tahature, it is
normally explicitly modeled, e.g., according to the SLAWeeén provider
and customer, according to the service definition of theideyor according
to the assignment of resources for service realizationydst provider and
the customer. The access to this type of data is normallytists not much
time, and causes no further specific overhead.

On the other hand, additional, dynamic dependency infaondor the map-
ping of degradations is attached to the static data of thertgncy model.
This type of data is more dynamic in nature, it usually notliexty modeled,
instead the model data contains only references to apptepiata sources,
tools, systems, or platforms to gather, collect, or meagusedynamic data
on-demand. Furthermore, the access to this type of data sakee additional
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time, e.g., for active QoS measurement, active servicesuseg@surement, or
active service usage prediction. In general, this dynamia & necessary to
check, to verify, and to enhance the accuracy and granutzrihe estimated
information based on the static model data.

Referring to the examples of impact dependency informagiwen above, examples of
statically modeled data are often the dependencies ofcemnan resourcesstatic and
(at least the complete possible range of such dependemneigesven if the dynamic
actual dependency of a service on a resource might changerigally in plepende_ncy
time or depending on the particular user/customer at a fipéioie). So, for information
ExSitl, the dependencyiink (Tre iz, rsw2) — [mail/use/send IS @N €Xample

for this. A typical refinement of this type of dependency mfation is the one

taking into account not only the degradation subjects (.81 /use/send), DUt

also the degradation manner (mostly described by the aftepiality param-

eter, €.0.¢mail/delay_send_intra TOF fmail/use/sena) @Nd the mapping of degradation

manner from entailing degradations to entailed degradatiBven if the map-

ping of degradation manner (mapping of quality parametisrshostly not

explicitly and statically modeled concerning exact vdineg-relationships,
nevertheless it often is statically known that a particdlegradation manner

(e.g., quality parameter, €.@mail/delay send_intra) Of @n entailed degradation is
depending on a particular degradation manner (e.g., hidhuitilization of

Tiplink (Trt_irzs Trsw.2)) Of @n entailing degradation (e.gy,; of ExSitl). The

exact value/time-relationships of degradations are thgrahically deter-

mined by current measurements, active test, access to reaasut databases.

For this purpose, a reference to these measurements octiestsahas to be

attached to the statically modeled impact dependency nuadalin order to

be able to select and access these dynamic dependency dietesso

A further example of impact dependency information whichmisst often

statically modeled is SLA information (SLA constraints &ldA penalty in-

formation, as e.gsla_cnstrpaie, sla_pnltym.a2 in ExSitl) for deriving busi-

ness information from SLA penalties. Such static inform@gan be comple-
mented and extended by dynamically determined dependefayration for

deriving additional types of business degradations, as @egermining rev-
enue loss for a highly dynamically subscribed service byntainto account
dynamic measurements of the current service usage as wahasnic esti-

mation of future service usage.

Abstracting from these examples, concerning impact degendinforma-

tion for determining service impact as well as determiningibess impact,

in both cases statically modeled dependency informatiomedisas dynami-

cally determined dependency information (being referdrimethe statically

modeled information) is involved. Therefore, in the foliog, for the pur- generic
pose of describing and specifying impact dependency moaefor Sl or Bl, refinement of
two types of data, thémpact dependency static model ddta impact de- impact
pendency proper model djtand the additionampact dependency dynamic¢iependency
dataattached to the impact dependency proper model data aiegisthed. Model

Fig. 4.10 shows in generic manner the relationship betwkeset types of
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data.
| t
Static, explicitly modeled mpac Additional dynamic
. i Dependency i )
dependency information Model dependency information

used as general basis for
dependency information;
updated on regularly
scheduled interval

to increase accuracy/granularity
of dependency information;
described by or derived from
static model data

~ _— - -
><] ImpactDependency ImpactDependency | -~
StaticModelData DynamicData
| N

|
L _ _ «references»  _

to data sources for collecting/measuring
dynamic data on-demand

Static model data includes references j

Figure 4.10: Impact dependency model composed of proper, static impact
dependency model data and additional impact dependency dy-
namic data

The static, proper impact dependency model data serves asiafor the

derivation of service/business degradations entaileth fresource/service
degradations. But in addition to that, the proper model deterences the
dynamic dependency data, or more strictly speaking, neée® correspond-
ing data sources or interfaces thereof. By following theferences and ac-
cessing the data sources for dynamic dependency data foneation about

degradations described by or derived from the static modtl dan be en-
hanced and refined, with respect to accuracy, granulawgllof detail, va-

lidity, and up-to-dateness. For instance, this includeamséo specify the
triggering of current QoS/QoR measurements, active cugervice usage
measurements, or current service usage prediction. Eaitlesé are exam-
ples of data sources known to the static model data for isargahe accuracy
of the degradation information. But also data sources foreiasing the gran-
ularity of degradation information might be considerecehetg., determining
exact information about which service instances of a spesfivice are really
affected by a given degradation.

From the point of view of the actual operation and mainteearithe I/R ana-
lysis framework, the static dependency model data is uddateregularly
scheduled basis, so that it is available for I/R analysigiarg/without much
delay and effort. In contrast, additional dynamic depegeatata is updated
or gathered on-demand, with some access delay (e.g., faalggperforming
some active measurement), as needed by the currently gutiRimnalysis.

Specifically, for specification and description of the Sl elegency model,
Sl dependency static model datad SI dependency dynamic dadee intro-
duced. Likewise for the Bl dependency model,dependency static model
dataandBI dependency dynamic dadee introduced. Fig. 4.11, as refinement
of Fig. 4.9, depicts the resulting relationship of propepauct dependency
model data together with its additional dynamic impact delemcy data for
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the derivation of service and business degradations freouree and service
degradations.

«artifact» «artifact» «artifact»
Resource causes» Service Impact causes» Business Impact
DegradationList| 1 1 1 1
«artifact» «artifact» «artifact»
Resource cau?es’ Service cause?’ Business
Degradation | * | * | Degradation | * | * Degradation
1 1
«artifact» «artifact»
ResourceToService ServiceToBusiness
DegradationMapping| DegradationMapping
AN o7 XN
«determines»  «determines» «determifes» «detarmines»
, 7 N N - . ~ -
, 7 ~ - 7 e
«artifact» «artifact» «artifact» «artifact»
Servicelmpact Servicelmpact BusinessIimpact Businessimpact
Dependency Dependency Dependency Dependency
StaticModelData DynamicData StaticModelData DynamicData
L_ _ _referencesy __ A\ _ _ _ _eferences»__ _/\

Figure 4.11: Impact dependency models and additional impact dependency
dynamic data for mapping of resource degradations to servic
and business degradations (refinement of Fig. 4.9)

Concerning dependency models, on the abstract level, ichathiese mo- refined

dels are treated here - in contrast to their detailed ingastin in the Impact issues/tasks of
Analysis Framework in Sect. 4.3 - still one issue is left tectliss: The in- dependency
troduction of SI dependency model and Bl dependency modateggbnvas models
specifically focused on their general purpose, i.e., thévaton of service

degradations from resource degradations in the case oh&kha derivation

of business degradations from service degradations inabke aof Bl. While

this fact remains still generally true, for most applicas®f I/R analysis the

purpose of these impact dependency models has to be extenasdnse, as

explicated in the following:

In reality, in addition to the fact that services or servigedtionalities depend refined

on resources, there is also the possibility that resourdgistim the first place mappings of
depend on other resources. So, degradations of resourceszdl degrada- degradations for
tions of these services directly or indirectly via degrémta of other depen- 1A

dent resources. Moreover, in addition to the fact that rssirdegradations,

e.g., as SLA violation costs, can be entailed by serviceattgions directly,

a service degradation of some subservice might entail aéssidegradation

indirectly via a entailed service degradations of a mainiserdepending on

the subservice.

Some simple examples of such refined dependency inform@bonthe ex- examples of
ample scenario in Sect. 2.3 are the general dependenciessitbservices refined

on depending SerVices, asns/use - fmail/usel fip/use/con - fmail/use) or degradation
fauth/use — fmail/use/send (@UtheNticatiorF yes. mappings

Furthermore, refined dependency information for the smeeample situ-
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ation FxSitl (compare p. 130) are given here in order to provide more ex-
amples: Fig. 4.12 shows a refinement of Fig. 4.6, introduaidditionally
service degradations of the involved subservices,Qfi and s,.,. Conse-
qguently, there are the newly introduced service degradsijo o (ip path
delay of IP paths from/to,.;.u, €ntailed byg,.;, entailing partlyg,; 1),
gs15—0 (DNS service request delay, entailed &y,, entailingg,;_» as well
as g,1_1 together withg,;_), and gs»_o (AFS service unavailability for
certain AFS paths, entailed hy., entailinggs,_; and g,_>). Moreover,
the figure shows the corresponding refined mapping betwdemoal in-
volved degradations. An example is the split-up of the (@ect) depen-
dency iplink (Trt irz, rsw2) — fmail/use/sena (S€IVICE functionality dependent
on a resource of a subservice), into the direct resourseftace dependen-
Ciesriplink<rrt_lrza Tr-sw-?) - fip/use/connect<path: Tmailout * * cmywhere) and
Jip/use/connect — Jmail/use/send - @lready mentioned earlier.

rdl::RggQ_ urce causess si::Servicelmpact causes» i::Businessim
Degradationlist ——— | — |
M garl::Resource u gs1-0::Service
Degradation _’EW— Degradation
(ip link delay) (ip path delay)
ca\l.sie»
1-1::Servi
- 1-1::Busin u
causgs» (mail send delay) w Dﬁgﬂdﬁm
(mail delay slp)
| grlb::Resource u gs1lb-0::Service
Degradation _ﬁw—— Degradation
(dns server delay) (dns request delay)

uses»

Degradation
(web page delay)

2-1::Servi gb2-1::Business [
- causese :
(mail unavailable) (mail slp)

cause gb2-2-1::Business
causes» Degr in/SL Degr ion

(web unavailable) (web premium slp)
causder camses»
f gb2-2-2::Business [~
Degradation

gs2-0::Service
Degradation

gar2::Resource .

cause

(web normal slp)

(afs cell outage) (afs service unavailable)

Figure 4.12: Refined example situatiofizSit1 (refinement of Fig. 4.6)

Therefore, as the purpose of SIA is to derive all service aldafions (as ex-
perienced by users/customers) caused by an initially giserof resource
degradations, SIA is not only concerned with the directvdeion of service
degradations from the initially given resource degradetidnstead also the
derivation of possible further resource degradationsctvim turn entail ser-
vice degradations, as well as degradations of subservibgehwentail degra-
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dations of dependent services have to be taken into accgib Conclud-
ing, specifically the SI dependency model, which per de@iniabove covers
all necessary information needed for the derivation of iserdegradations
(by static or dynamic data, compare above) for SIA, has tercall these
types of mappings between degradations. To sum it up, Sihdigmey model refined
has to cover these three types of degradation mappings: dependencies
for SIA
e resource-to-resource degradation mappingderivation of resource
degradations entailed directly by one or multiple othepvese degra-
dations already derived before, starting from the list sbrece degra-
dations initially given.

e resource-to-service degradation mappinderivation of service degra-
dations entailed directly by one or multiple resource degtian already
derived before.

e service-to-service degradation mappirdgrivation of service degrada-
tions entailed directly by one or multiple service degrauet already
derived before.

Furthermore, it might be necessary in some cases to comimne sf the three
cases in one single degradation derivation. An exampleeislénivation of a
degradation of a main service (e.g., high mail sending dddaing entailed
directly by a combination of a resource degradation (slolsswvice client,
e.g., DNS resolver for mail sending) and a service degradatia subservice
(high DNS response delay). These issues are in detail tréatithe Impact
Analysis Framework in Sect. 4.3.

A similar extension as for SIA has to be made for BIA: the Bl elegeency refined task of
model has not only to cover the derivation of business degi@us entailed BIA

directly by service degradation derived before, but irgstieas also to cover

the derivation of complex business degradations beingledtiay other busi-

ness degradation already derived before. A simple examplewerall SLA

violation costs for a specific service composed of the SLAation costs for

specific customers of this service. That is, the Bl depengdemudel should

also allow for the aggregation of individual business ddgti@ns, where this

Is appropriate or necessary depending on the specific defirof business

impact of the specific provider.

Concluding, Bl dependency model has to cover these two tyfsgradation refined
mappings: dependencies
of BIA
e service-to-business degradation mappidgrivation of business degra-
dations entailed directly by one or multiple service degtamhs already
derived by SIA.

e business-to-business degradation mappayivation of business degra-
dations entailed directly by one or multiple other busingsgradation
already derived before.
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Fig. 4.13 is an extension of Fig. 4.11, depicting the detiarkdationship of
the impact dependency models and the mapping between tlbev&mnds of
degradations for I/R analysis.
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Figure 4.13: Impact dependency models and additional impact dependency
dynamic data for mapping of resource degradations to ser-
vice and business degradations in refined manner (Extension
Fig. 4.11)

After having completely analyzed all artifacts necessanylA in abstract
form, including artifacts needed in addition to the essgmiput/output arti-
facts, the first version of basic refined abstract impactyamkubworkflow
BRAWTf.1 (Fig. 4.8), is now further extended with correspomgdartifacts.
Fig. 4.14 shows this complete version of BRAWT.1.

refinement of
workflow with all
necessary
artifacts

This refined version includes all newly identified artifagtsl so also artifacts
needed in addition to the essential input/output artifaicts, in addition to

the initial resource degradation list, the service impant] the business im-
pact. Namely, these additional artifacts are the S| depeydmodel and Bl

dependency model used for derivation of entailed degrawigti.e., the deter-
mination of degradation mappings. The S| dependency msededed in the
service impact analysis step (BRAWf.1.1), the Bl depengenodel is used

in the business impact analysis step (BRAWf.1.2). Each eftltomprises
proper model data as well as attached, additional dynantéc da

In fact, this highly refined version of the impact analysibwarkflow as part
of the abstract workflow also represents the impact anapgsisof the basic
refined abstract workflow (BRAWY), which is used as a whole @ttS4.2.5
to devise the basic component architecture (BCArch) of dsdframework.
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4 «subworkflow» )
Impact Analysis (BRAWf.1)
modeled information necessary ’ current or AN
for mapping resource degradations to assumed
service degradations resource
\ degradations
consisting mainly of \\ —
service impact dependencies \ .
from \ «artifact»
e.g. resources, services, \\ £&S.OLLLC£.D.€Q.L&d.&ILQEI
functionalities, QoS parameters \ List
~ \
«artifact» (ResDegrList)
additional information D\ :Servicelmpact
necessary for detailed, Dependen
accurate mapping StaticModelData
resource degradations to «workflow step»
service degradations; (SvimpDepModDat) Service Impact
‘\ Analysis
obtained on-demand \ «artifact»
from environment N :Servicelmpact (BRAWF.1.1) service AN
Dependency degradations
e.g. information about DynamicData / ?ﬁ”ved from
dynamic load-balancing, |/ € resource
current QoX measurement (SvimpDepDynDat) degr/adatlons
/

- ; «artifact»
modeled _|nforma_t|on necessary Servicelmpact
for mapping service degradations to
business degradations (Svimp)

~ \\
e.g. negotiatied B‘ -
SLA penalty costs «artifact»
£ v A :Businessimpact

N
b Dependency
StaticModelData «workflow step»
Business Impact e
business

(BiziImpDepModDat) Analysis )
degradations

«artifact» (BRAWF.1.2) derived from

additional information D\
necessary for detailed,
accurate mapping
service degradations to

business degradations; AN Businessim the service
] Dependency degradations

obtained on-demand . 7
from environment DynamicData /

N // (BizlmpDepDynDat) - «.artifact»
e.g. current measured :Businessimpact
or future estimated ‘ )
service usage (Bizlmp)

- /

Figure 4.14: Basic refined abstract subworkflow of impact analysis with al
artifacts necessary (BRAWf.1, refinement of Fig. 4.8)
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4.2.3 Basic abstract subworkflow for recovery analy-
Sis

Here, the recovery analysis subworkflow of the basic abstrexckflow,
BAWT{.2 (second step in Fig. 4.3) is analyzed and discussedroabstract
level and refined accordingly to BRAWY.2.

4.2.3.1 Analysis of essential artifacts

basic situation Fig. 4.15 illustrates the basic situation for recovery gsial which is de-

of recovery scribed in the following.
analysis
specification of handling for each resource degradationB
including coordinated scheduling
I
Initial PreRecovery PostRecovery Recovery
Resource causes»| Business | ¢mitigation of| Business |qresultsin| Plan
DegradationList [ 1 1 Impact 1 * Impact 1 5
T T T
| | |
initially derived by IA: realization of the recovery plan
given as input business degradations results in a reduction of the
to IA as well as their specific PreRecovery business impact
relationship to derived by IA
entailing resource through the reduction of
degradations are determined the initial resource degradations

Figure 4.15: Basic situation of recovery analysis

Recovery analysis (RA) follows impact analysis (IA) basedtie IA out-
put artifact, i.e., the computed business impact, whichldeen derived by
IA in relationship to the list of originally entailing resoze degradations. Of
course, these resource degradations entail the busingrsgldéons indirectly
via directly entailed service degradations (compare defms on p. 133 in
Sect. 4.2.2.1). However, for the ease of discussion anstifition in the fol-
lowing, this relationship of resource degradations eimigibusiness degrada-
tions via service degradations is often not explicitlyetiaiand instead is only
abstractly referred to as the relationship of resource atkgions entailing
(indirectly) business degradations. Similarly, the faicthe initial resource
degradation list entailing (indirectly) the business iriphas to be under-

stood.
purpose of a The task of RA is to devise and propose a recovery plan, whoseugon
recovery plan should result in an optimal minimization or mitigation okthusiness impact

derived by IA. Consequently, there are two types of busimegsct being
considered as far as RA is concerned (compare artifacts OffBAn Fig. 4.3
on p. 127): The business impact derived by IA (essentialtinpRA), as well
as thereduced business impasulting from the realization of the proposed
recovery plan (essential output of RA).
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The business impact derived by IA does not take into accomntecovery
measures or recovery plan yet. It describes the estimatedagenent of the
financial/reputational business impact over time threatpanless the provi-
der intervenes in some way against the initial resourceadkgions. In con-
trast, the reduced impact is the estimated result of theegan of a recovery
plan intervening against these initial resource degradatiThe realization of
the recovery plan either completely eliminates, or at lesttices the business
impact originally threatening, through the respective ptate elimination or
partial reduction/mitigation (possibly considering teadiffs) of the original
resource degradations. Therefore, for the purpose of RAtisiness impact
(as derived by IA) is more exactly denoted@s-recovery business impact
and correspondingly the estimated reduced impact (deby@tA) is denoted
aspost-recovery business impact

Now, following up the example I/RA run of Sect. 2.3.4 and ise@sion, the follow-up of IA
specific example situatiod’zSit1 of Sect. 4.2.2 introduced on p. 130, aexample
example of a possible recovery plaiiy RecPlanl, for the example situation situation
ExSitl is outlined.

Generally speaking, the recovery plan, as a descriptiontbaactually per-
form the recovery, includes two basic pieces of informatidescriptions for
the handling of the various resource degradations (Dgriladiwell as some
sort of order or scheduling information for these handlifiggrHndISched).

In order to remind - in the example situatidf:Sit1 three initial resource
degradations are involvedy.; (high IP link utilization), .. (AFS cell out-
age), andy,1, (high DNS server response delay), each along with its indi-
rectly entailed business degradations (compare p. 130¢ r&tovery plan
ExRecPlanl for ExSitl is devised with the following order of handling
(DgrHndlSchedl) for the involved resource degradations: The recovery de-
scribed byFExRecPlan1 is first concerned with the handling gf, paying
most effort Ogr Hndl(g.2)), second with the handling af,.,, paying less
effort (DgrHndl(g,1,)), and last with the handling aof,.; also paying less
effort (DgrHndl(g.1)). It is assumed and estimated by RA in this example
that by using this order of handling for the resource degradsthe resulting
post-recovery business impact will be minimized. The oetbf this example
recovery plan will be continued and refined in the remaindéhis section,
serving as a continuous example.

Pre-recovery business impact, as well as post-recovergdassimpact along business impact
with its associated recovery plan, all being artifacts of &¥alysis, describe to specify

or relate to a specifitmpact situation a term introduced in the following. impact situation
Fig. 4.16 (compare to Fig. 4.15) illustrates these relatips.

On the one hand, pre-recovery business impact, which isrdeted by IA,
describes thactual impact situationexisting currently or evolving in future

if no recovery takes place (“what is the actual situation®@# the other hand,
post-recovery business impact, which is determined by RAciies thdar-
geted impact situatioto be reached, as being reachable from the actual im-
pact situation and by acceptable effort (“which targetedasion should be
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Figure 4.16: Essential artifacts of RA in relationship to actual/tasgetm-
pact situations

reached?”). Furthermore, a recovery plan, also deternbgd®A, specifies
the recovery necessary to reach the targeted impact situ@ivhat should be
done in order to reach the targeted situation?”).

In general, the targeted situation should be equal or at keaapproximating
to theideal impact situationwhich is of course the current/future situation of
having no actual business impact left over time.

Nevertheless, the targeted situation, described by theestbusiness impact
as determined by RA, is only an estimation for the potengallt that the
execution of the corresponding recovery plan will result in

Furthermore, the proposal of a single recovery plan (withchied reduced
impact) by RA might be too restricted: Often there might bdtiple possible

solutions available for a recovery, which all at least seenesult in the same
impact mitigation. In addition to that, different possitis for a recovery
plan are focused on different priorizations of the thresmigrdegradations.
Moreover, for the choice of an appropriate recovery planover trade-offs

might have to be considered.

Concerning the possibility of multiple recovery alternas, both may vary:
the actual performed handlings of resource degradationsyedl as their
scheduling.

In case of the example recovery pléhRecPlanl for situation ExSit1,
the order/scheduling for the handling of the given resowegradations is
already fixed £xDgrHndlSchedl, see above). There are still different op-
tions how to handle one of the particular three resourceatfzgions, each of
these options considering different trade-offs.

For the handling of the severest resource degradatign.e., the handling
of the AFS cell outageQgr Hndl(g.2)), there are the following options:
One option is to try to fix the broken device directly, e.g.réboot it and
try to continue its service, which can be done very fas8 imin (option
DgrHndl(g,9,1)). But if the original problem is still located within this de
vice, it might break down again. So, this option might resulsubsequent
reboots of the AFS device, from time to time. Such behavidirlve at least
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annoying for users and customers, but will lastly also tdaun aggravated
availability degradation and so only partially reduce thsibess degradations
originally caused byj,». A second option is to use a backup device, which
can be quickly made ready, but which is working with reducedgrmance
(option Dgr Hndl(g,2,2)). This reduced performance will result in an ag-
gravation of the already existing service degradatign,, i.e., the web page
access delay. This web page delay will be aggravated atftgdke particular
web service customers whose web pages are located in therbAdkS cell.
A further option is to try to check whether some software upslavere per-
formed recently, which might be the cause of the problem,tarndy to roll-
back these updates (optidngr Hndl(g,2,3). But this option will probably
take more time than the other two ones. Moreover, an optitreisestriction
or capacity limiting of other AFS users (optid@»yr Hndl(g.2,4)): It could be
checked if the cell outage is somehow caused by another A&IS(gioup),
I.e., other user(s) directly accessing AFS and not indiréstthe mail or web
hosting service. Such an external user (group) may havéoawkad the AFS
service and may have caused the problem. In that case thesamfdiis user
(group) could be completely restricted or at least its aldwapacity for AFS
file transfers could be limited. Finally, a last option is toyka new device to
replace the old one (optiaRgr Hndl(g,2, 5)). However this can hardly be a
short-term solution, as it may take days or weeks until itlcamealized. At
last, further options can be derived from the above mentiarees by com-
bining some or all of them: E.g., the combination of optiogr Hndl(g,2, 1)
and DgrHndl(g,2,2), i.e., trying optionDgr Hndl(g,», 1), and if does not
work at all or if it leads to too much restarts of the AFS devaléng back to
option Dgr Hndl(g,2, 2) (option Dgr Hndl(g,2, 1 +2)). Similarly, the combi-
nation of all the above options (optidigr Hndl(g,2, 1 +...+5)) is possible.

Similarly, there are handling options for the resource dégtiong,, that
is the handling of the high IP link utilizationl{gr Hndl(g,1)). One pos-
sibility is the restriction or at least the limiting/underioritization of other
IP traffic of this link not originating from the affected maiérvice (see en-
tailed service degradatian;_;) (option Dgr Hndl(g.1,1)). Alternatively, it
could be tried to reroute such other IP traffic to a differéhphth, if some-
how possible (optioDgr Hndl(g,1,2)). Moreover, an additional IP link for
redundancy purposes could be added as support of the gxastm (option
DgrHndl(g.1,3)). In this case, the service provider LRZ would have only to
utilize an additional wavelength on the physical dark filmeer which it has
complete control, and on top of which it realizes the afféctwngle IP link
currently. So, this option would take cah for preparation and initialization,
which is remarkably quick for installing a new IP link. Agaifor each of
these option different trade-offs have to be considered,@mbination of
some/all options are possible as further options.

In order to allow for the consideration of different tradié&spRA in general
does not only propose a single recovery plan for describistgle recov-
ery solution, but instead proposes a list of multiple recpygans describing
different recovery alternatives. To each of these alt@reaecovery plans is
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attached its corresponding, estimated reduced busingstnig. 4.17 (re-
finement of Fig. 4.15) illustrates this refined situation fecovery analysis
considering multiple recovery alternatives.

RecoveryPlan
Alternatives

Initial PreRecovery PostRecovery ?
Resource causese| Business | q¢mitigation of| Business | qresults in| Recovery
DegradationList [ 1 1 Impact 1 B Impact 1 * Plan

initially derived by IA: realization of the recovery plan
given as input business degradations results in a reduction of the
to IA as well as their specific PreRecovery business impact

relationship to
entailing resource
degradations are determined

derived by IA
through the reduction of
the initial resource degradations

Figure 4.17: Refined situation of RA with multiple recovery alternaties-
finement of Fig. 4.15)

The different recovery alternatives described by differestovery plans
should all result in a reduced business impact of a simildeioof magni-

tude. Nevertheless, each resulting reduced business irigran alternative

may be consisting of different reduced business degratatiBach alterna-
tive might consider different trade-offs, or might differthe accuracy and/or
granularity of the estimation of the post-recovery impdety., one alterna-
tive might be very risky, in that its reduced impact is not gbetely assured,
but the mitigation of this reduced impact can be very highasecof success.
In contrast, another alternative might be of more conseevatharacter, in

that its estimated result is relatively assured if the recpalternative is used,
even if its mitigation is not so high as in the aforementionaske.

The remainder of this section is structured as follows. tFire structure of
post-recovery impact (reduced impact for a specific regopéan) as well
as its detailed relationships to pre-recovery impact iswdised. Second, the
structure of a recovery plan as well as its detailed relatigps to post and
pre-recovery impact are outlined. Afterwards it is anatypew RA actu-
ally derives recovery plan and reduced impact from the poerrery impact.
Consequently, the basic abstract RA subworkflow is refinedrangly.

Fig. 4.18 gives an overview of the detailed structure of yyesbvery impact
and its detailed relationships to pre-recovery impactcWiare treated in the
following.

Pre and post business impact specifically consist of one dtipieubusi-
ness degradations. Each pre-recovery business degradsitentailed by
pre-recovery resource degradations, of which an initibkstiis given to IA
(further ones may be derived by IA, compare Sect. 4.2.2,cisibep. 146).
The post business impact also comprises business degmaglatihich are en-
tailed by post-recovery degradations - in addition to cediech are treated
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Figure 4.18: Refined situation of RA taking into account the detailedtru
ture of post-recovery impact (refinement of Fig. 4.17)
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below. Consequently, these respective business degradatre also called
pre-recovery business degradaticersd post-recovery business degradations
accordingly in the following. Furthermore, correspondynggsource degra-
dations given or derived by IA are callgde-recovery resource degradatigns
whereas the (estimated) resource degradations resultingthe realization
of a proposed recovery plan and leading as a whole to reducgddss im-
pact, are callegpost-recovery resource degradations

A pre-recovery business degradation has, as a countemghg post-recovery
impact, a particular post-recovery business degradatbich describes the
resulting change of state of the business degradation@dtéorming the re-
covery alternative. This counterpart is called thkated post-recovery busi-
ness degradatianThis change of state of the business degradation is agtuall
attained by the recovery alternative through the changeaté ®f entailing
resource degradations. That is, pre-recovery resouraadigipns also have,
as a counterpart, a particular post-recovery resourceadaton, theelated
post-recovery resource degradatiomhich describes this resulting change of
state of the resource degradation by performing the regalégrnative. In
general as a change of state a positive one, i.e., the elimmnar at least
reduction of the specific degradation, is desired. But, wdwarsidering trade-
offs also a negative change of state, for some resourcedkdgras and there-
fore possibly also for some business degradations is dessib

For the example recovery plafiz RecPlanl and its resource degradation
handling optionDgr Hndl(g,2,2) (compare p. 152) the pre-recovery degra-
dation g,, is related to its related post-recovery degradayof),.s.2: Op-
tion Dgr Hndl(g,, 2) means a partially reduced resource degradatioand
reduced entailed business degradations thereof. Aftetynaaluration of
35 min for preparing and initializing the backup device the AFSagatitself
will have been handled. So, the related post-recovery degimm g, o2
and its entailed business degradations are now limited ratidumn. Never-
theless the remaining duration 8 min are still causing (even if reduced)
business degradations, i.e., some SLA violation costs.ebhar, this option
actually aggravates the service degradagign, initially only entailed by the
resource degradations;, (compare Fig. 4.6 on p. 131): Because the backup
AFS device is only working with reduced performance, it issiag a further
rise of the web page access delay, at least for the specifihaging users
those storage is located on the affected AFS cell. This eadigtieads to an
additional, new business degradation.

That is why as pre/post business impact is consisting of omeudtiple pre/-
post business degradations entailed by pre/post resoegecadhtions (strictly
speaking, via service degradations), a recovery altesnatight have to han-
dle - either fully or at least to some extent, depending oigassl priorities -
multiple of the initial (pre-recovery) resource degradas.

The final result of a recovery alternative on a particulaovese degrada-
tions as well as entailed business degradations may vayy.fdarticular post-
recovery degradations may be reduced or may be aggravateamparison

156



4.2. Basic Framework

with their pre-recovery counter part. But of course as diezault the whole
post-recovery business impact as the sum of all post busohegradations
should be minimized.

Before continuing further with a detailed identificationtgpes of post busi-

ness degradations with respect to the positive or negafigetea recovery
alternative may exert on them, a generic terminology fohseftects is in-

troduced: On the one hand, a particular recovery altera@tiluencespre influence and
recovery degradations in a positive or negative manner. uagtifically, re- result of a
covery alternatives are chosen exactly because of suclemntiéuin a positive recovery
manner. On the other hand, when this (negative or positif)ence is re- alternative
ally going to happen, various post-recovery degradatiesslt In order to

make a clear distinction, in the following the termecovery (alternative) in-
fluenceshall be reserved for the relationship of recovery altéveatand pre-

recovery degradations/impact, whereas the tewovery (alternative) result

shall be concerned with (estimated) resulting post busidegradations/im-

pact. Of course, influence and result of recovery alternatare often very

related - similar as pre and post-recovery impact - only thiatmf view (pre

or post recovery) decides which of the both terms is used.irfsbance, if a

recovery alternative reduces some pre-recovery degoadas its influence,

the recovery alternative also results in a related reduostingcovery degra-

dation. Moreover, in order to allow for a complete comparibetween pre

and post recovery impact, for each influenced pre-recovegyatiation there

is always some resulting post-recovery degradation, damireated, reduced

or aggravated.

In the I/RA framework developed in this thesis only recovafternatives only handling of
shall be considered which influence pre-recovery businegsadations indi- resource
rectly through the handling of one or multiple entailingjpegovery resource degradations
degradations (via corresponding handling of entailingiserdegradations).

Further extensions of this I/RA framework could also coesiohore high-

level recovery handling of business degradations: E.guréuchanges to the

service offering (recovery action handling the servicerddgtion directly),

future changes to the pricing of the services (recoveryoadtiandling the

business degradation directly), negotiation with the @wslr for not paying

the full amount of SLA penalties in exchange for better saraonditions for

this customer (also recovery action handling businessadiegjions directly).

Most of these high-level recovery options target only Idegn future busi-

ness degradations, while current and short-term futurenbss degradations

are covered hardly. Moreover, such high-level recovemradtives and their

resulting influence on business degradations might be lvandodel and to

formalize. That is why in this I/RA framework, only recoveajternatives

directly targeting at the originally entailing resourcegtidations, and not

directly at the entailed service degradations or even tidir@ctly) entailed

business degradations, are considered.

Concerning the type of resource degradations, pre-regongract situation
and post-recovery impact situation do not differ. Simplgthbinclude some
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resource degradations, of course the post-recovery ingiaettion in gen-
eral of weaker ones. But this similarity does not completedld for busi-
ness degradation of pre recovery impact situation and ngestvery impact
situation. Even if post-recovery business impact is to logeted as a mit-
igation/reduction of pre-recovery business impact, itscitire is in a sense
more complex: Pre-recovery business impact only consistgssiness degra-
dations which are always indirectly entailed (via serviegrdations) by ini-
tial resource degradations. Of course, particular poshbas impact can also
comprise such type of business degradations entailedtlgifeasm resource
degradations: For instance this is the case if an origiretlgting entailing
pre-recovery resource degradation could not be completehynated by the
recovery alternative, or in contrast has even been agg@mvat

But in addition to resulting post business degradationaileat by post re-
source degradations, each recovery alternative oftentsesigo in a com-
pletely new type of post business degradation: the coRis/@ecessary for
realizing the recovery alternative. In general, thesevery costalso have to
be taken into account, and have to be combined/comparedivaibost busi-
ness degradations by post resource degradations, in orgentide a realistic
perspective for appropriate recovery decisions.

For example, in the case éfzr RecPlanl, at least the acquiring of a new AFS
device, i.e., handling optioWgr Hndl(g.2,5) may result in various specific
costs. But also for the other handling options costs may bigaed, e.g.,
additional extra payment of employed staff for working orekend or in the
late evening if it is necessary for realizing the recovery.

Concluding, these two generic types of business degradaliave to be dis-
tinguished concerning post-recovery impact:

e business degradations (indirectly) entailed by resoussgrddations (via
service degradationsgalso calledlype | business degradatians

e recovery costsalso calledlype Il business degradations

Type | business degradations are exactly the type of detipadaf which any
pre-recovery business impact consists of. In contrast;qga®very business
impact consists of both, Type | and Type Il business degiaast

The sum of all Type | recovery business degradations of angastivery im-
pact is calledType | post-recovery business impaand the sum of all Type
Il business degradations (sum of all recovery costs) ieddlype Il post-
recovery business impact

Type | post-recovery business degradations are (indyleetitailed by post-

recovery resource degradations, the same way as pre-rgdmaness degra-
dations are (indirectly) entailed by pre-recovery reseutegradations. That
is why the mapping between Type | post-recovery businessadatons and

entailing post-recovery resource degradations can beideddy the impact

dependency models, which have originally been introducet¥ (see p. 140

in Sect. 4.2.2.2).
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Figure 4.19: RA situation taking into account detailed classificatiorpost

recovery degradations (refinement of Fig. 4.18)
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Whereas Type Il business degradations, i.e., costs, algeaybe seen a nega-
tive result of recovery alternative, this is different forpe | business degrada-
tions resulting from a recovery alternative. E.g., they megyresent a reduc-
tion (positive result) or an aggravation (negative resalgomparison with a
pre-recovery business degradation, i.e., one which ajreadted as part of
pre-recovery business impact. Moreover, a very positiseltés of course the
complete elimination of a pre-recovery business degradatn contrast, also
a negative result is the introduction of a completely newelypost-recovery
business degradation, which was not present as part of¢hegovery impact
at all.

Therefore, in the following the post-recovery businessraeagtions of the
post recovery impact are classified by comparison with tminter-parts in
the pre recovery impact: classifying them as an eliminatiopartial reduc-
tion, an aggravation, or a new addition of a degradation.. #it9 gives a
refinement of the RA situation by taking into account theeat#ht types of
Type | post-recovery business degradations.

So, as discussed above, in general two types of positiveeimfl/result by
recovery alternatives on the business impact in compatisqre business
impact are possible:

e Bl Elimination complete elimination of a pre-recovery business degra-
dations: no business impact over time left.

e Bl Reduction reduction of a pre-recovery business degradation: some
impact left, at least in a bounded time interval, or impacteriong-term
in future but with reduced degree.

These types of Type | post-recovery business degradatienisath attained
by an appropriate elimination or partial reduction of elimgipre-recovery re-
source degradations. Also they both represent the desisedt of a recovery
alternative, as they in fact minimize/mitigate businespant.

When trade-offs are considered, negative influence is ples$oo:

e Bl Aggravation aggravation of a pre-recovery business degradation.

e Bl Addition addition or introduction of a new post-recovery business
degradations not having a counterpart in the pre-recovesynbss im-
pact.

These types of Type | post-recovery business degradatienbaih caused
lastly by the aggravation or addition of some of entailingtp@covery re-
source degradations which outweigh all reduction or elation of other pre-
recovery resource degradations also involved in entaihirggbusiness degra-
dation. The addition of an business degradation is a caseewitecounter-
part for the resulting post business degradation alreaidyeskin pre-recovery
impact. So, there is no specific influence on any pre businagsdation as
such, but it could be said that the pre business impact as kevghiofluenced.
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In the example case of the recovery handling optiog- Hndl(g,, 2 the

pre recovery degradation, itself is reduced, i.e., limited t@5 min for examples of
preparing and initializing the AFS backup device, and cpomdingly post-recovery
yields a reduced business degradation (limited SLA viotatiosts for vi- degradations
olating SLA constraintsla_cnstryai, sla_cnstrpaie, sla_norm_contr,ep,
sla_norm_cnstryena, sla_prem_cnstrye, andsla_prem_cnstryens). Never-

theless, this handling option aggravates the service daticeng,; _», i.e., it

leads to a rise of the web page access delay (for web pages siarthe

specific AFS cell). This will eventually results in an additally introduced

business degradation (SLA violation costs §or_»), if the resource degrada-

tion originally entailingg,;_», i.e., g1, (high DNS server response delay), is

not handled in time.

In addition to the positive and negative Type | business at#gfions, there unchanged
might be the case when a recovery alternative does not claapgerecovery business
business degradation at all, i.e., an unchanged pre-racbusiness degrada-degradations
tion.

To sum it up, the types of post business degradations (astrdbed in post-recovery

Fig. 4.19) are: business
degradations
e Type | business degradations: entailed by resource degraga summary

— BI Elimination complete elimination of a pre-recovery business
degradation.

— BI Reduction partial reduction of a pre-recovery business degrada-
tion.

— BI NoChangeno change in comparison to pre-recovery impact.
— BI Aggravation aggravation of a pre-recovery business degradation.

— BI Addition additional, newly introduced post-recovery business
degradation.

e Type Il business degradations, i.@g¢overy costs

Clearly, for each recovery alternative, the sum of all suetpative influences
are always required to be less than the sum of all positiveenties.

Per definition Type | post-recovery business degradatioasatailed indi- mapping of
rectly by post-recovery resource degradations. Simildha®ntailed Type | post-recovery
business degradations, these post-recovery businessid#éigns can be clas-resource to
sified as elimination, reduction, no change, aggravatioditen of a resource bUSineSS_
degradation in comparison of pre/post impact situatiort.tBe specific rela- dégradations
tionship of particular a type (such as elimination, reducfiof Type | post-

recovery business degradations and a particular type tfrposvery resource

degradation is not completely trivial. The reasons for éinesthat the mapping

of resource degradations to entailed business degradatigeneral is a m:n

association, and that each particular entailing resouegeadlation can have

been influenced in a negative or positive way. In fact, thippiag can be de-

scribed by the impact dependency models, originally intosdl for 1A (see
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p. 140 in Sect. 4.2.2.2). For instance, a post-recoveryaagtgd resource
degradation might not entail a post recovery aggravatethéss degrada-
tion, as other entailing pre-recovery resource degradatinight have been
reduced or eliminated, overall resulting in a reduced aniglated entailed
business degradation. Furthermore, an aggravation obanes degradation
even might be of too small degree in order to also aggravaterthailed busi-
ness degradations.

Concluding, the post-recovery impact of a particular recg\alternative can
be summarized in the following manner: On the resource ltheloverall
result of the recovery alternative consists of various fpesbvery resource
degradations, which may be classified as completely elitathaeduced, un-
changed, aggravated, or newly introduced in comparisome@grovery im-
pact. On the business level the overall result of the regoakernative con-
sists of Type Il post-recovery business degradation (regogost), as well
as Type | post-recovery business degradations, which nsayka classified
as completely eliminated, reduced, unchanged, aggravatatewly intro-
duced in comparison to pre-recovery impact. The particoiapping from
post-recovery resource degradations to Type | post regduesiness degra-
dations, including the specific classification of the Typ@stprecovery busi-
ness degradations, can be determined and described byjihetidependency
models originally introduced for IA.

Previously the detailed structure of the (reduced) postwery business im-
pact and its detailed relationships to pre-recovery bgsimapact was intro-
duced. In the following, the detailed structure of a recgvaan, i.e., the

a description of a recovery alternative for actually reaghsuch a reduced
business impact, and its detailed relationships to redbosthess impact is
treated. Fig. 4.20 illustrates a refinement of the RA sitmain Fig. 4.17

revealing the generic inner structure of recovery plans.

As in fact pre and post business impact specifically congishe or multi-
ple business degradations, a recovery alternative in geaksio has to handle
multiple pre-recovery business degradations. Moreoweexplained above,
here only recovery alternatives are considered which leapdé-recovery
business degradations by handling the correspondingliegtpre-recovery
resource degradations. Therefore, each possible recaiterative in gen-
eral has to handle multiple of these pre-recovery resouggeadiations.

These degradation handlings have also to be coordinated lapg@ropriate
scheduling. But in addition to that, even the handling ofregle particular
resource degradation may comprise multiple particulaviéies or action to
be done, in order to guarantee a complete handling of theadation. These
particular actions may be executed subsequently or parfpaiallel, and ad-
ditionally the actual execution of such an action may be ddpet on the
outcome of a previously executed action (compare the hagdiptions and
their combinations for,; andg,, outlined on p. 152).

Consequently, it seems reasonable to let a particat@very plan (RPlan)
consist of multiple so-calletecovery actions (RActsEach recovery action
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Figure 4.20: Refined RA situation considering multiple recovery actioms
relationship to specific business degradations (refineroént
Fig. 4.17)

takes part in the handling of one or multiple pre-recovesotgce degrada-
tions. Concerning this, a recovery plan comprises infoionatecessary for
describing the future, actual execution of each recovetipacFurthermore,
each recovery action contains appropriate priority anagdahng informa-

tion in order to determine whether, when, and how in relatgn to others a
particular recovery action is going to be executed.

Thus, the notion of recovery actions and their coordinatdweduling con-
cretizes the abstract notion of handling of degradationsthair respective
scheduling, having been introduced at the beginning ofsésion.

Each specific recovery action mayluenceone or multiple of the pre recov-influence and
ery business degradations, and correspondingly nesuyitin one or multiple result of
post-recovery business degradations. The ténflisenceandresulthere are recovery actions
used in a similar sense as introduced on p. 157 for the owvex@ery plan.

That is,influences used with reference to pre-recovery degradationsrend

sult with reference to post-recovery degradations. Using tleesgentions,

the aggregation of all influence of all recovery actions omadigular pre-

recovery degradation represents the influence of the regplan as a whole

on this particular pre-recovery degradation. Likewise, diggregation of all

results of all recovery actions on a particular post-recpdegradation repre-

sents the result of the recovery plan as a whole on this péatipost-recovery

degradation.
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Influence and result of recovery action on a resource detjoadaay be clas-
sified as negative or positive, depending on whether theveggaction con-
tributes in elimination/reduction or in aggravation/ngwroduction of the in-
fluenced/resulting resource degradations.

Via its influenced pre-recovery resource degradations @/esyg action indi-

rectly influences pre-recovery business degradationgwige, via its result-
ing post-recovery resource degradations a recovery aatairectly results

in Type | post-recovery business degradations. In addibdhat, a recovery
action can directly result in Type Il post recovery busingsgradations, i.e.,
recovery costs for realizing the recovery action.

In case ofEx RecPlanl for the example situatio”’zSit1, which is entailed
by the resource degradations, ¢,1,, andg,», the handling of each resource
degradation has to be concretized by a sequence of partiealaery actions.
For the handling of,» with combined handling optio® gr Hndl(g,2, 1 +2+
344+ 5) this means (compare introduction of the handling option.dtbg):

First, it should be checked whether a reboot of the AFS dasipessible and
might result in stable continuation of work (recovery anti®ecAct (g2, 1)).

If this handling fails, the next option is the fast preparatof a backup AFS
device for replacing the broken one (recovery actitsa Act(g,2, 2)). As this
will result in a reduced performance and so the threat of mmeurce degra-
dations, the software update history of the device show @ checked in
order to find out if a roll-back to previous version might hékpcovery action
RecAct(g.2,3)). Next, the possible restriction of other AFS users could be
evaluated (recovery actiaRecAct(g,2,4)). Finally and to some part done in
parallel to the previous ones, the acquiring of a replaceérfwrthe device
should be considered if the previous recovery actionsddilecovery action
RecAct(g.2,5)). Consequently, the recovery pld#fi RecPlanl using han-
dling option Dgr Hndl(g,2,1 + 2 + 3 + 4 + 5) includes multiple recovery
actions for handling resource degradatipn Other handling options fay,.»
are concretized by respective combinations of recoveigmast

Similarly also the handlings of the other resource degradsat are
concretized. The simple recovery handling optioPgrHndl(g,1,1),
DgrHndl(g,1,2), DgrHdnl(g,1,3) for resource degradatiof; can be di-
rectly mapped to specific recovery actioRscAct(g,1,1), RecAct(g.1,2),
RecAct(g,1,3). Consequently, the more complex recovery handling options
for g.1, obtained by combining some or all of these simple ones, @n b
mapped to sequences of the respective recovery actions.

In the following, the information to describe recovery aos in the recovery
plan, is discussed, but only on an abstract level. Howeweirtinoduction of
detailed and specific data structures for this is deferréitithe discussion of
the recovery analysis framework in Sect. 4.4. Fig. 4.2Kitates the abstract
details of recovery actions and as a comparison also pretigeinformation
details of degradations (compare to Fig. 4.7 on p. 135).

Generally speaking, the information about recovery astiara recovery plan
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Figure 4.21: Abstract aspects and details of recovery actions in corsgari
to the aspects and details of degradations (compare to 2i@) 4

has to be detailed enough to allow later-on the appropriatiecaordinated
execution of all recovery actions of a selected recoverg.pla

There are the two general abstract parts of information scrilee a recovery
action being part of a recovery plan: informations relatmgme domain and
information relating to value domain of the recovery action

The time domain for recovery actionis mainly concerned with temporaltime domain of
course as well as coordination of multiple recovery acti@spects as order,recovery actions
or more detailed specific scheduling, contingency (cood#i execution), as

well as the duration of the recovery actions are subsumedruhis term.

By contrast thevalue domain of recovery actioms concerned with the spe-value domain of
cific details of a particular recovery action without muckita into account recovery actions
the other recovery actions: Generally, the targeted resdorbe handled and

somehow the manner or means how it is handled have at leastsjodtified.

In addition to the information about the specific resourc® ahformation
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about the QoR/QoD parameters degradations which are ity the re-
covery action may be specified. Furthermore, the informadimout the man-
ner for handling the resource often includes further patarseoncretizing
the manner as well as information about the degree of estthrapair effort
(e.g., expressed in man hours and/or in financial costs). pfbleability of
success (possibly as a function of repair duration) mayladsspecified if the
specific recovery manner is known to not succeed in any case.

This subdivision of information for describing recovenytians is similar to
the subdivision of information for describing resource rdeigtions, service
degradations, and business degradations treated in S2@.14on p. 134:
Along these lines, specifically the information about tHeetkd resource is
called therecovery action subjecthe information about the handling man-
ner and possibly the influenced QoS parameters is callegttoery action
manner Correspondingly, both recovery action subject and regosetion
manner are subsumed under the teewovery action scopeThe recovery
action scope mainly describes, or more accurately classifie specific type
of recovery action, i.e., is concerned with teue granularityof the infor-
mation of describing recovery actions. In contrast furgpcifications about
e.g., effort necessary, probability of success are moata@lto thesalue ac-
curacyof the recovery action information.

The introduced aspects and details of recovery actions reéeovery action
time domain and recovery action value domain and the sufidiviof the

latter, are mainly concerned with the specification of thareliexecution of a
particular recovery action as part of a recovery plan. Thathy they are all
subsumed under the temacovery action execution information

The execution information is directly concerned with resgvaction, but in
general it is also related to the information about the recpdegradations
influenced by or resulting from this recovery action: Thepe@relating to
value granularity) of the recovery action (subject + mahwoan be used to
derive the scope of the post-recovery resource degrada@ma thereby indi-
rectly post-recovery business degradations) which anednfied - negatively
or positively - by this recovery action. Similarly, the imfoation about value
accuracy of a recovery action can be used for deriving in&tion about the
value accuracy of influenced degradations, i.e., mainlg#dggee of estimated
value change of a degradation (per time). Finally, the mfaron about time
domain of a recovery action can be used for deriving the ol¥ahgft in time
development of influenced/resulting degradations.

The specific information about the influence on pre-recodexgradations by
a recovery action is callececovery (action) influence informationCorre-

spondingly, the specific information about the result of@wery action, i.e.,
the post-recovery degradations resulting from the regosetion (compare
p. 157), is calledecovery (action) result informatiorin Fig. 4.21 influence
information and result information are represented iradiyevia the “influ-

ences” and “results in” associations respectively, wherneaontrast execu-
tion information is represented directly by the classesdwery action time”
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and “recovery action value”.

For example, execution information for the recovery actitmeAct(g,2,1) example of
(see p. 164) includes the following: The subject is the réstiaAFS device. execution
The handling manner is repeatedly rebooting/restartamiting in case of the information
interval between required, successive restarts is tod 6haér min). The time

domain includes the position/priority for scheduling (exted first, immedi-

ately), further on the expected duration for a single rel§c@t3 min).

Whereas up to now the structure of the essential outpubetsifof RA has determination of
been analyzed and determined, in the following it is dised$®w these out- recovery

put artifacts, i.e., the list of recovery alternatives gamith their respective alternatives
reduced impact, is actually determined by RA. This is donlg on an ab-

stract level, as the specific data structures for realizZivggrecovery plans,

recovery actions, as well as degradations are not to bettéatfore Sect. 4.3

and Sect. 4.4, where the impact analysis framework and towveey analysis

are actually presented.

On an abstract level, the following can be said about therahéation of re-
covery alternatives: It is based on the pre-recovery bgsimapact given by
IA, which in general is consisting of multiple pre-recovédaysiness degra-
dations being caused by multiple pre-recovery resourceadagions. There-
fore, some kind of evaluation and priorization of pre-rezmbusiness degra-
dations as well as the pre-recovery resource degradatasolbe done.

In the usual case, before taking recovery decisions, a geowvaluates and
prioritizes the different business degradations, basesbare kind of ranking

comparing the value domain of the different business dediaas. E.g., the
one with the highest values (over time) should be handledrbehe others,
i.e., a corresponding recovery plan should - if somehow iptess consider

recovery actions having influence on this business degoadiat be executed
first with appropriate effort and manner.

Generally speaking, this evaluation and prioritizationbokiness degrada-requirements for
tion has the purpose of setting requirements on the rec@altamnatives to be recovery plans
designed. As explained previously (compare p. 151 and El&)4pre recov-

ery impact describes the current impact situation. In @stjrpost-recovery

impact describes a lastly targeted impact situation, whalbng with its cor-

responding recovery alternative necessary to reach it thbs designed by

RA, and which should be as most as possible approximatindesal impact

situation. Using these terms, the evaluation and priatitin of pre-recovery

business impact, does some kind of requirement analysthéaargeted im-

pact situation before performing the actual design of thgeted impact situ-

ation and its corresponding recovery alternative.

In the following, evaluation and prioritization is showrr filne example sit- rating of the
uation ExSitl and its recovery plarfx RecPlanl introduced on p. 151. example
ExSitl, initially introduced on p. 130 in Sect. 4.2.2.1, was adfuaitro- situation
duced as an extension of the situation in the example I/RApresented in
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Sect. 2.3.4. There, for rating the specific costs (more fipalty, SLA penal-
ties) over (elapsed) time are compared.

As motivated by the corresponding impact analysis perfdrmeSect. 2.3.4,
the business degradations entailed by resource degradatitAFS cell out-
age) are more severe than the ones of resource degradatiimgh IP link
utilization). So, they get assigned the highest priorithisTeven stays true,
if g1 is combined withg,;, (DNS server problem) like inbxSit1, which
does not yet lead to aggravated business degradations.cdinisination of
resource degradations is only making the handling of itaiksat caused busi-
ness degradations more complex, as probably both resoegcadhtions have
to be handled in order to significantly reduce the entailesiiass degrada-
tions.

Concluding, the business degradations entaileg.bglways have the highest
recovery priority, in the case of the I/RA example run of S@cB.4 as well
as in the case of example situatidinSit1. The other business degradation,
11 entailed byg,; andg,1;, gets a minor priority.

All the actions necessary for evaluation and prioritizataf pre-recovery
business impact are comprised by the tdsuosiness impact ratingn the
following, as the different pre-recovery business degiiada are somehow
compared among each other and rated accordingly.

l.e., while IA identifies each business degradation anchérbn collects all
necessary information about each of them, business imatictrunifies this
collected information so that the degradations can be ttijreompared: As-
pects to be unified are e.g., different business degradates (e.g., SLA
violation costs vs. revenue loss of dynamically subscréedice), different
instances of the same business degradation type (e.g., Blation costs for
different services), and specifically different temporavelopment behavior
of a business degradations (i.e., different time/valugti@hship patterns over
time). Moreover, rating of different business degradatimnalways heavily
dependent on the specific requirements and policies of tiwecegorovider.
An example is the preference for the problems of a custoni#r,which the
provider has been having a relationship for years, vs. anrgiqually severe
problems of a more short-term customer.

Such a rating for each pre-recovery business degradatidirectly deter-

mines also a rating of the pre-recovery resource degradatidhich (via

service degradations) entail these pre-recovery busihegsdations. This
indirect determination can be actually performed by the imvpact depen-

dency model (see p. 140 in Sect. 4.2.2.2) applied in the sevdirection,

because these models describe the mapping of resourceldegns to busi-

ness degradations (via service degradations). The momedsgsdegradations
with high priority a resource degradation is entailing, lirgther is its assigned
priority.

In order to continue the example of business impact ratimfppeed for the
ExzSitl above (see p. 167), the corresponding indirect resourceadation
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Figure 4.22: RA situation taking into account rating of pre business iatpa
(refinement of Fig. 4.17)

rating is shown: Because the business degradations ehlgilg., have been
assigned the highest recovery priority, correspondinglygets the highest
priority among the resource degradations. So, any recqiaryfor EzSitl
should focus ory,, first with as much as effort necessary, and afterwards
should try to handlg,, andg,,.

Concerning the comparison of the remaining resource daegoag,, and
g-1, the following can be said: both resource degradations @néributing

to the high avg. mail sending delay 6fnin, which exceeds the limit nego-
tiated in the SLA of5 min. As the normal value of this avg. mail sending
delay is abouB min. That is, the current value @& min means an exceed
of 3 min compared to the normal value. In fa@t) min (6 min with ¢, and
g-1, COmpared t&.5 min with only ¢,1) of this aggravation are ascribed to the
degradationy,,, whereas tgj,; the remainin@.5 min of this exceed above
normal are ascribed. Therefore, the priority assignegteshould be higher
than the one assigned ¢y, (5 times as large, d@5/0.5 = 5/1).

From the priorities assigned to the initial resource degtiads, the actual
order/scheduling for their recovery handlings can derividte recovery plan
ExRecPlanl for FxSitl should be concerned first with the handlinggpf
paying much effort, second with less effort to the handlifig,q,, and last
with probably even less effort to the handling @f. In fact, the example
scheduling ordeD gr HndlSchedl for ExRecPlanl (see p. 151) is defined
to meet exactly these requirements.
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Nevertheless, the reverse application of the impact degperydmodels for
indirect resource impact rating, i.e., the mapping fronedabusiness degra-
dations to rated resource degradations is not completglglirbecause the
relationship between resource degradations and busiegsadhtions is not
always 1:1, but in generally can be m:n. E.g.,AnSitl g, andg,, are
together entailingy,;_1. So, in order to use the impact dependency models,
originally introduced for IA, for indirectly rating resoce degradations, some
possibility to specifically compare resource degradatiarisch entail some
business degradations together, has to be foreseen. Tle data structure
for realizing both impact dependency models, being disigs Sect. 4.3,
will have to be designed with taking into account this issue.

Consequently, for RA an additional, intermediary artifdtween its essen-
tial input and its essential output) is introduced, namegrated (pre recov-
ery) business impagivhich is produced from the corresponding un-rated pre-
recovery business impact (essential input of RA) by busim@pact rating.
Thisrated (pre-recovery) business impastonsisting ofated (pre-recovery)
business degradationwhich are (via service degradations) entaileddtgd
(pre-recovery) resource degradation€oncluding, the initial (pre-recovery)
resource degradation list given as input to I/RA is indiredted via the rated
pre-recovery business impact, and results iatad initial resource degrada-
tion list.

The direct rating of pre-recovery business impact, andrideact rating of
pre-recovery resource degradations (above all of thealniéisource degra-
dations) derived from the business impact rating, are bothpeised by the
generic ternm(pre-recovery) impact ratingFig. 4.22 depicts the RA situation
taking into account impact rating.

After rating the business degradations and thereby intfijratso the resource
degradations, the actual design of recovery alternatil@gawith their re-

sulting reduced impact takes place. Ttesovery plan desigases the rated
pre-recovery business impact as input artifact and has gaioartifact the

overall output artifact of RA, i.e., namely the recoveneattatives.

Summing up, recovery analysis is subdivided into the twpsstapact rating
andrecovery plan desigfor recovery desigmn short). For this reason, the
recovery analysis subworkflow BAWf.2 (second step of Fi@)4s accord-
ingly subdivided into two corresponding steps. Fig. 4.28vehthe result of
this refinement, namely BRAWT.2.

4.2.3.2 ldentification and analysis of additional artifacts

Actually, now all essential input and output artifacts of R&ven been iden-
tified and analyzed. Still an open question is how to actuddiyve from the
respective essential input artifacts the essential owgifaicts during RA.
l.e., concerning business impact rating, how to rate thegrevery impact
given by IA, and concerning recovery plan design, how to glesecovery
plan alternatives from the rated pre-recovery impact. éftilowing, further
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Figure 4.23: Basic refined abstract subworkflow of recovery analysis wafith
essential basic input and output artifacts (BRAWH.2, refieat
of BAWf.2 in Fig. 4.3)

artifacts for answering the questions are identified andudised. Fig. 4.24
shows a refined RA situation with these additional artifaEtsr clarification
and comparison, also the two impact dependency models oséd {com-
pare p. 140 in Sect. 4.2.2.2) are shown, too. For each stefApinRact
rating as well as recovery plan design, additional artiface introduced.

As introduced previously, a rating of pre-recovery bussngsgradations (asimpact rating
well as indirectly of pre-recovery resource degradatitwas)to be performed. model

This rating is very depending on the specific demands andipslof the ser-

vice provider, i.e., the rating is concerned with the speaifinking of the

different business degradations by the service providegréfore, a new arti-

fact, a so calledbusiness impact rating modes$ introduced. It is specifically

given by the provider in order to rank/rate business degi@us according
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Figure 4.24: RA situation with rating model and recovery action deperegten
model (refinement of Fig. 4.22)

to the needs of the service provider and to allow to derive@pyate re-

qguirements for the recovery plans to be designed accordi@dsed on the
specific ranking of the business degradations, a rankinghioentailing re-

source degradations is also provided indirectly bylibsiness impact rating
model That is why it is also callednpact rating modein general.

In the example situatiod'zSit1 (see p. 167) as a rating model the threaten-
ing costs over elapsed time, as a unified metric, are usecenergl, this can
become more complex, as different types of business detijpadde.g., SLA
violation costs and expected revenue loss for a highly dyceliy subscribed
service) have to be rated in a unified way and suitable for dezlg of the
service provider. Additionally, the service provider pbgsalso wants to in-
clude weighting of degradations of the same type. For ingtaa problem of
a long-term customer, with which the provider has a custasiationship for
years, may get a higher rating than a similar problem of atsleom customer
(weighting of SLA violation costs of different customers).

For the recovery plan design, that is the actual design avexy plan al-

ternatives along with their specific reduced impact basethemated pre re-
covery impact, information about all possible recoveryad, their specific
execution information details as well as their specific iafice/result on the
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pre/post-recovery impact is necessatry.

For this reason, a further artifact is introduced: a soechiécovery action
dependency modelr recovery dependency modalshort, which is named
along the lines of impact dependency models used for IA. Butenmpact
dependency models (see p. 140 in Sect. 4.2.2.2) allow tordiete depen-
dencies among and between various kind (resource, sebuis&ess) degra-
dations, recovery dependency models allow to determina foated) degra-
dation all possible recovery actions as well as their sgerifluence on the
initially threatening or further introduced degradatiofiie recovery depen-
dency model is used to plan and devise all possible recowtigneschedules
(a recovery plan), each together with its estimated redbcsthess impact.
Fig. 4.25 visualizes this specific relationship betweemvecy action depen-
dency model, recovery actions (as parts of recovery plad)dmgradations
(as parts of impact) in detail.

Examples of pieces of information described by the recodsyendency example for
model in the case of the example situatibizSit1 and its recovery plan recovery
ExzRecPlanl (see pages 151, 152, 164, and 167) are: The various handéiegendency
options for each resource degradation (see p. 152); howateenapped to model data
recovery actions along with appropriate scheduling (séé4); the execution
information of all recovery actions (see p. 167)); furthes tnfluence/result

of each recovery actions: E.g., the fact that recovery adiiecAct (g, 2)

for handling business degradations entailedygyadditionally results in an
aggravation of the service degradatipn », which was initially entailed by

gr1p, and therefore also results in an additional business detiom entailed

from post recovery degradatiom, .

The recovery dependency model allows to determine for @atéd) resource contents of the
degradation all possible recovery actions along with tepecific parame- recovery

ters, effort as well as their specific influence on post bissinmpact. Con- dependency
sequently, conceptually on an abstract level, the recadepgndency model model
contains for each possible (rated) resource degradatigossible recovery

actions, and further allows to derive all necessary infdiomeconcerning the

recovery action. This information comprises the follow{sgmpare p. 164):

execution information: time domain as well as value domain (granularity/s-
cope and accuracy).

influence information: pre-recovery degradations influenced (eliminated,
reduced, aggravated) by this recovery action (possibliighigrin con-
nection with further recovery actions).

result information: post-recovery degradations for whose state (negative or
positive in comparison to pre-recovery state) the recosetipn is (pos-
sibly in connection with further recovery actions) respblesfor.

In fact, these three types of information - at least on arrabtsievel - are very
inter-related: E.g., influence on a particular pre-recpwigradation relates
specifically to a result as a particular post-recovery digfian Furthermore,
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Figure 4.25: Detailed relationship between recovery action dependeracy
del, recovery actions, and degradations (refined part o2
with some details of Fig. 4.20)

specific values for action parameters as e.g., amount aft éffart of execu-
tion information), are related to a specific value range fa Yalue domain
the resulting degradations. A similar relationship holoisthe time domain
of recovery actions and the time domain of resulting degrads.

mappings Related to these parts of information for recovery actiomsvarious map-
between pings between recovery actions and degradations. Thesgimgagan be re-
recovery garded from the point of view of particular degradationsegarded for the
actions and complete impact altogether as a whole (compare Fig. 4.25):
degradations

e recovery (action) to pre-recovery degradation influencgppiagandre-
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covery (action) to pre-recovery impact influence mappaescribed by
the recovery (action) influence information.

e recovery (action) to post-recovery degradation result piag andre-
covery (action) to post-recovery impact result mappihgscribed by the
recovery (action) result information.

e pre to post-recovery degradation mappiagdpre to post recovery im-
pact mappingrepresenting the difference information of the former two
mappings.

All three types of mappings shall be subsumed unter the tecovery map-
pingsin the following.

The recovery to pre-recovery degradation influence mapirgpecifically use of the
useful for identifying all possible recovery actions fomkéng a particular recovery
pre-recovery degradation. Or reversely, by using this émfae mapping all mappings
pre-recovery degradations influenced by a given recovéiyracan be found.

By contrast, the recovery to post-recovery degradationltresapping is use-

ful for deriving the actual (estimated) benefit of a recovacyion resulting

from its execution. Finally, the pre to post-recovery degteon mapping is

useful for directly comparing the influenced pre-recovergraddations and re-

sulting post-recovery degradations of a recovery actidreréfore, in a sense

it represents the difference between influence mappingesutmapping of

a recovery action.

The actual order of use of the three types of recovery magpmgthe re-

covery plan design depends on the particular methods useddbzing the

recovery plan design. For instance, one possible ordelnéouse of the recov-
ery mappings for designing a recovery plan is starting fratad pre-recovery
degradations by the use of the influence mapping to idenliifycssible re-

covery actions and secondly filter these actions by theirltiag degrada-
tions, which are determined by the result mapping. So, sm¢hse recovery
plan and its recovery actions are directly determined byuewing their re-

sulting targeted impact situation. But depending on theaaised method,
also other orders of use are possible, e.g., using the piasterecovery map-
ping first in order to more deeply design the targeted sibmatind second by
using the result mapping (in the reverse direction as usadaqursly) in order

to determine the actual recovery actions to reach the tdgstuation. Even,
interleaved versions of such orders are possible, e.d.jfi0arse-grained
manner identifying possible recovery actions, secondraeténg their re-

sulting degradation also in coarse grained manner, anchatés refining the
specification of the recovery actions in order to optimizedlsign. Conclud-
ing, all three types of recovery mapping are useful for recpyplan design,
but the order of their usage (possibly interleaved multiygage) varies de-
pending on the specific method used for realization of regopkan design.

For this reason, the recovery dependency model was inteadas a single
abstract artifact, and was not subdivided into multiplec#preartifacts which

determine a particular one of the three types of recoverypings.
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Static, explicitly modeled AN Additional information AN

recovery dependency information, necessary for detailed,
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. . Dependency . o

scheduled interval; Model of dependency information;
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e.g. for each resource degradation: static model data;
all alternatives of recovery

actions together with specific obtained on-demand from

benefit, effects, and costs; environment;
\\ // —
>« | RecoveryDependency RecoveryDependency |~ ~
StaticModelData DynamicData
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L «references» !

to data sources for collecting/measuring
dynamic data on-demand

Static model data includes references ﬁ

Figure 4.26: Recovery dependency model composed of proper, static+ecov
ery dependency model data and additional recovery depepnden
dynamic data

As this discussion of recovery analysis is done on an aliséeal, the actual
data structures used for realizing the recovery dependaciel are not dis-
cussed here. Moreover, as these data structures heaviydem the actual
realization method of recovery plan design, their intrdaurcis deferred until
the treatment of the recovery analysis framework in Sedt. 4.

Here only a generic statement about the structure of theveegadepen-
dency model is made: Similar to impact dependency modeésfsé&43 in
Sect. 4.2.2.2), for recovery dependency models a diffexeon is made bet-
ween explicit (static) modeling data, which is more statinature and explic-
itly modeled, and additional dynamic data, which is moreaiyit in nature
and accessed/gathered/measured only on-demand. Contdgdnese parts
are calledrecovery (action) dependency static model datarecovery (ac-
tion) dependency dynamic datand the recovery dependency model as an
artifact is subdivided into these two. Fig. 4.26 shows thati@nship between
these two types of data (compare to Fig. 4.10 on p. 144 in 8€).

Recovery dependency proper model data is explicitly matietel used as a
basis for deriving the recovery plan. This type of data igctly and with-
out considerable costs/time accessible by recovery plaigulebecause it is
updated and synchronized with information from the provgdservice pro-
visioning/management infrastructure on regularly schestlintervals.

By contrast, recovery dependency dynamic data compriséiti@uhl infor-

mation which complements, details, refines in granulaatg makes more
accurate the proper model data. Its data sources, whichnarerkand refer-
enced by the proper model data, are accessed on demand wheseawery
plan design needs such more detailed, more fine-grainednang accurate
recovery dependency information. But the access to thsdinlata normally
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also results in higher costs and time for the data access.

Examples for static model data in the caserofSit are the various recov- examples of
ery handling options and their known result/influence orgarst impact. But static/dynamic
specific details may be gathered on demand dynamically, fergrecovery data

action RecAct (g2, 2) the information about whether a backup AFS device is

actually available, for recovery actiakecAct(g,2,3) whether any software

update has recently done, for recovery actiwrAct(g,1, 1) whether limit-

ing/prioritizing of other IP traffic is currently somehowgsible.

After having identified all artifacts necessary for RA, tleeavery analysis refined abstract
subworkflow (BRAWf.2, see Fig. 4.23) can be completely refjnaking into RA subworkflow
account all of these artifacts. Fig. 4.27 shows the resuthisfrefinement,

which yields the complete version of the basic refined abstecovery ana-

lysis subworkflow, BRAWI.2. Actually, the refined abstradh BRubworkflow

now also includes the business impact rating as additiowaltiartifact for

impact rating (BRAWf.2.1), as well as recovery (action) eegency proper

model data and recovery (action) dependency dynamic datddisonal in-

put artifacts for recovery plan design (BRAWf.2.2).

Concluding the analysis of the recovery analysis subwoskfibe following general
general analogies concerning I/RA - mainly seen from thatpof view of analogies for
RA - are given (compare p. 151, Fig. 4.16, and discussion d6p) in the I/RA with focus

following and are summarized in Table 4.4. on RA
| I/IRA step | abstract artifact/goal | general analogy|
impact analysis determination of problem
(1A) current impact situation statement
recovery analysis determination of
(RA) targeted impact situation
(pre-recovery) requirements for requirements
impactrating | targeted impact situation analysis
recovery plan design of design
design targeted impact situation phase
(recovery realization realization of realization
and recovery tracking targeted impact situatiop phase

Table 4.4: Analogies for I/RA steps, especially from RA point of view

First, impact analysis (IA, done before RA) is responsibleiiestatement of
problemconcerning recovery, as its output, the pre-recovery impi@scribes
the current impact situation (i.e., thke problem. Second, impact rating
performs some sort aequirements analysi®r the recovery, as it identifies
the requirements for targeted impact situation throughgaif degradations.
Third, recovery plan design covers - as the name alreadyestggthalesign
phaseof the recovery, i.e., the design of targeted impact situmadis well as
the design of recovery plan to reach it. Lastly, the recoeetyally executed
- which is not covered by I/RA framework explicitly - togetheith recovery
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Figure 4.27: Basic refined abstract subworkflow of recovery analysis walith
necessary artifacts (BRAWf.2, refinement of Fig. 4.23)
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tracking (both done in parallel) cover timaplementation or realizatioof the
designed recovery.

4.2.4 Basic abstract subworkflow for recovery track-
ing
Here, the recovery tracking subworkflow of the basic abstvaarkflow,

BAWT.3 (third step in Fig. 4.3) is discussed in detail andedl into BRAW(.3
accordingly.

4.2.4.1 Analysis of essential artifacts

Fig. 4.28 illustrates the basic situation fi@covery tracking (RT)which is basic situation

treated in the following. of recovery
tracking
lastly decided about and given by provider; AN necessary to allow for further
approriate and useful IR/A runs;
may be equal, similar, or completely different
to one/all of the recovery plans actually update of impact dependency models,
recommended by RA, performed| | as well as impact rating model, and
depending on the decision of the provider recovery recovery dependency model
T T T
| | |
Recovery RecoveryPlan Update of
Plan —————_mapslo» ____ _ >| Realization | —£MaPs19” wfpependencyl
To Be Models
Realized

Figure 4.28: Basic situation of recovery tracking

After performing recovery analysis, which recommends onmoltiple re- essential input
covery alternatives, each described by a recovery plantaresiimated re- of recovery
duced post recovery impact, the actual selection for a ipeecovery al- tracking
ternative to be realized has to be done by the service provill@s actual

selection now serves recovery tracking as its essentiat iimporder to pre-

pare for tracking of important changes to the service itfuasure resulting

from the performed recovery, and accordingly to consodéidaid synchronize

all necessary I/RA model data with these changes. This déidason of mo-

del data with the changes in the actual service infrastradginecessary in

order to allow for appropriate impact and recovery analysihe future for

resource degradations which are related to the changeddearfrastructure.

In general, the model data which has to be updated and cdasadi com- I/RA models to
prises all models necessary for performing 1A and RA, i.ethbmpact de- update
pendency models (see p. 140 in Sect. 4.2.2.2), the impangnatodel and

the recovery (action) dependency model (see p. 171 in S€c8.2), as well

as any additional models necessary for performing recavacking itself.

However, as recovery actions taken into account by this Iffafework only
target directly at the resource layer, and not directly atdérvice layer nor
even the business layer (compare p. 157 in Sect. 4.2.3.4)0st of the cases
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the business impact model should not need any update. Tkigeis more
true for the business impact rating model which is more ddpenon the
provider’s policies than on the service infrastructurevéitheless, an update
also of these both models could be necessary and so in genisrad taken
into account here.

examples of As continuation of the example situatiobizSit1 and its recovery plan

model update ExRecPlanl (see pages 151, 152, 164, 167, and 173 in Sect. 4.2.3) ex-
amples for model updates are given in the following: The tgdd the S
dependency model (see p. 140 in Sect. 4.2.2.2) concerninghidnged ser-
vice dependencies for the AFS service when the broken AFReléy re-
placed with a backup device (with less performance) as tredukecovery
action RecAct(g,9,2) (compare p. 164 in Sect. 4.2.3.1). A similar statement
holds for the addition of an new IP link resulting from the oeery action
RecAct(g,1,3). Specifically, for the replaced AFS device, the recovery de-
pendency model (see p. 172 in Sect. 4.2.3.2) has to be updatstect that in
future this backup device is no longer available, and othierratives should

be added.
recovery plan In the selection process the provider may even modify themesended re-
overridden by covery plan if it seems not to fit it needs. There may be anytahditional
provider circumstances which are not taken into account by I/RA fraork and so

it is necessary to allow for such external modifications ® ricovery plan
by the provider. Lastly, it is the actual decision of the pdev which re-

covery alternative should be realized, and I/RA framewak only make
recommendations. It should be noted here, that I/RA framlewsodesigned
as a support for impact and recovery analysis, which asfisthuman op-
erators in the recovery decision, e.g., by fetching andetating degradation
information from various data sources. But IR/A framewodes not strictly
prescribe a recovery alternative to be done.

Nevertheless, recovery tracking has in any case to get tbalaecovery plan
to be realized as input and have the possibility to updatecandolidate its
necessary data models with the changes in the externatsemiastructure.
Otherwise its future operation will become impossible deast inaccurate.

notion of In fact - as already stated - the recovery plan realizatien, the actual exe-
recovery cution of the planned recovery, is not covered by I/RA frarmdunexplicitly.
changes Recovery tracking is performed in parallel to or (e.g., dejeg on expected

duration) after this recovery plan realization, in ordeallow for the tracking
of changes of the service infrastructure resulting fromreadization of the
recovery plan. Any recovery plan realization may result intiple recovery
changes Above all, this may be true if a recovery plan has to handlé mu
tiple resource degradations. But of course not each handlira resource
degradation has to result in a recovery change.

examples of Sometimes an appropriate recovery handling may be only@oted§ a com-
recovery ponent or a restart of a crashed process, which does notdemdhange, as
changes in recovery actionRecAct(g,2,1). However, e.g., a recovery handling which

modifies the dependencies of a service on resources (as tiae¢ & depen-
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dency model is concerned) has to be tracked by recoveryitigekd the Sl
dependency model has to be updated accordingly. A specdimgbe is the
already above mentioned replacement of broken AFS devieedackup de-
vice with reduced performance resulting from recoveryarckecAct (g2, 2).
A further example is the resulting changed routing configanafor other IP
traffic not originating from the mail service resulting fromcovery action
RecAct(gy1,2).

lastly decided about and given by provider; necessary to allow for further
approriate and useful IR/A runs;
may be equal, similar, or completely different
to one/all of the recovery plans actually update of impact dependency models,
recommended by RA, performed| | as well as impact rating model, and
depending on the decision of the provider recovery recovery dependency model
T I I
| | Pr—— |
Recovery RecoveryPlan| _ _| (r;c()t Icigi\gered :
Plan |- ———¥MaPSIO>__ ) pejjization bypI/RA v :
To Be S~ concerning !
Realized T~ s t0» | its actual :
S~ «maps to» course |
in fact, / T~y \;I/ :
recovery plan realization Recovery Update of
Only being tracked Changes L _ _ «maps to»_ _> Dependency
during IR/A run Models
by its resulting changes
T

|
actual changes AN
on services and resources
resulting from recovery

Figure 4.29: Situation of recovery tracking including recovery chanfes
finement of Fig. 4.28)

The information about which types of service changes canxpeated for mapping

the selected recovery alternative, has to be determinetdgedected recovery recovery plan to
plan by recovery tracking first. Second, recovery trackiag to monitor the recovery
determined types of recovery changes, and afterwards tatepRA model changes

data accordingly.

Concluding, recovery tracking takes the provider's séecbf a recovery
plan to be realized as input, uses this to derive informatlmwut which types
of service changes have to be monitored, actually monitaeck €hanges,
and lastly updates and synchronizes all I/RA model data reitited external
information sources. Fig. 4.29 illustrates this slightéfined situation for
recovery tracking taking into account recovery changes.

For instance, in case of recovery actidacAct(g.2,2) the actual change
of the AFS devices has to be monitored, and in case of recosetign
RecAct(g,1,2) the update of IP routing configuration has to be monitored.

181



refinement of
recovery
tracking
subworkflow

Chapter 4. Impact Analysis and Impact Recovery Framework

As indicated above, recovery tracking comprises two geretavities:

e recovery changes trackingletermination of types of recovery changes
to monitor, and actually monitoring of such types recovédrgnges.

e model adaptionupdating and synchronizing I/RA model data related to
the actually monitored recovery changes.

«subworkflow»
Recovery Analysis (BRAWT.2)

T )

:

4 «subworkflows )
Recovery Tracking (BRAWf.3)
executed AN ‘ maybe AN
in parallel to actually different to
performed recovery, recommended
i.e. in parallel to ' recovery plan
recovery plan realization; going to of BRAWF.2.2
be actually | jf provider
tracks all changes executed decided this
on services or resources <Z <z
resulting from = =
the recovery plan realization «artifact»
:Selected
«workflow step» RecoveryPlan
«artifact» Recovery
—B I/RA M IA ion Changes (SelRecPlan)
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modeling —— (BRAWF.3.1)
information: :Servicelmpact
DependencyModel \ «artifact»
according to Adaption RecoveryChanges
changes
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by recovery; \ DependencyModel|
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and \ Model
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up-to-date A ion (BRAWF.3.2)
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for next :RecoveryAction /
I/R analysis run; DependencyMode
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Figure 4.30: First version of basic refined abstract subworkflow of recpve
tracking (BRAWH.3, refinement of BAWf.3 in Fig. 4.3)

Consequently, the recovery tracking subworkflow is refingd these two
steps. Recovery changes tracking, the first of the two siepsncerned with
the determination of which types of recovery changes haweawitored, and
with the actual monitoring and collecting of these typesemiovery changes.
It has the selected recovery plan as an input artifact andlikerved recovery
changes as its output artifact. These observed recovengekaare in turn
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the input artifact for model adaption. Finally, model adapthas as its out-
put artifacts the updates of the different I/RA models. HE@0 shows the
resulting refinement of BAWf.3, namely BRAWY.3, consistiafjboth steps
and including all artifacts identified so far.

The output artifact of recovery changes tracking, i.e.,dhserved recovery aggregation of
changes, are in general determined in the following waystFindividual recovery
recovery changes are monitored during or after the recopkny realiza- changes

tion. Afterwards these individual recovery changes havieg@ppropriately

aggregated in order to really be a useful input for model &dap During

this aggregation also some kinds of data preparation sudnmasving of du-

plicates, joining of corresponding information parts, iagdof synchronized

time stamps can be performed.

For example, in the case of the changes resulting from regoaetion
RecAct(g,1,2) the individually monitored recovery changes are IP routing
changes which have to be aggregated to the complete regrdtiing situa-
tion.

Taking into account, the particular monitoring of indivadluecovery changes
and their aggregation, yields a further refinement of theasibn of recovery
tracking, illustrated in Fig. 4.31.

lastly decided about and given by provider; necessary to allow for further
approriate and useful IR/A runs;
may be equal, similar, or completely different

to one/all of the recovery plans actually update of impact dependency models,
recommended by RA, performed as well as impact rating model, and
depending on the decision of the provider recovery recovery dependency model
I I I
| | ] 1
not covere 1
Recovery RecoveryPlan licitl |
Plan L _«mapstor —> Realization I E?ﬁ/ég v |
) |
RTOI.Bed S~ concerning !
edlze o~ XMaps to» I its actual :
S~ «maps to» course 1
~o | |
in fact, ,/ S~ \4 |
recovery plan realization Individual Aggregated Update of
gnly being tracked Recovery |- <Mapsto»~l pecovery |- <MaPs 0> pependency
uring IR/A run Changes Changes Models
by its resulting changes

actual changes AN
on services and resources
resulting from recovery

Figure 4.31: Situation of recovery tracking taking into account indivad and
aggregated recovery changes (refinement of Fig. 4.29)

Consequently, the recovery tracking subworkflow in Fig04can be further further
refined concerning its artifacts: Recovery changes tragkire first step, gets refinement of
the individual recovery changesvhich are actually gathered by monitoringubworkflow
the service infrastructure, as a further input artifact.diidnally, its output

artifact, previously called service changes, is renamedjtpegated recovery

changedo reflect the aggregation of individual recovery changefopmed

in this step. Fig. 4.32 shows this further refined versionudfveorkflow of

recovery tracking BRAWT.3.
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Figure 4.32: Second version of basic refined abstract subworkflow of recov

ery tracking with all essential artifacts (BRAWTf.3, refinent of
Fig. 4.30)

4.2.4.2 ldentification and analysis of additional artifacts

Up to now all essential input and output artifacts necesemmecovery track-
ing have been identified and the recovery tracking subwaoskiflas been re-

fined accordingly. In the following, additional artifactsaessary for recovery

tracking are identified and analyzed. These additiondbatt are in general
concerned with the question how to actually derive all theows mappings
in Fig. 4.31.

Fig. 4.33 illustrates the refined situation of recovery kmag including addi-
tional artifacts, which are discussed in the following.
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Figure 4.33: Situation of recovery tracking taking into account necgsda-
pendency models (refinement of Fig. 4.31)

As motivated on p. 182 in Sect. 4.2.4.1, recovery changeskitrg recovery
(BRAWTF.3.1) is concerned with three consecutively exedutet inter-related change tracking
tasks, namely the identification of types of recovery chanigebe moni- dependency
tored by examining the recovery plan, the actual monitoohghe recoy- model

ery changes, and finally the aggregation of these recoveaggas. There-

fore, additional information is necessary mainly for thetfiand the last of

these tasks, i.e., information for mapping the selectedvwey plan to the

types of changes to be monitoredcover plan to individual recovery change
monitoring configuration mappingand information about how to aggregate

such monitored changemdividual recovery change to aggregated recovery

change mapping Because these pieces of information are somehow related,

they are covered by a single, additionally introduced actifa so-callede-

covery change tracking dependency modilich actually allows to describe

and determine both mappings in an integrated, appropriatense.

For ExSit and its recovery actioRecAct(g,1,2), first, the recovery changeexample
tracking dependency model includes, e.g., a descriptidheodlifferent types

of individual recovery changes to observe f#¢cAct(g,1,2), namely types

of recovery changes indicating routing changexdver plan to individual
recovery change monitoring configuration mappinghere may be different

such types of recovery changes, e.g., speSlMP (Simple Network Mana-
gement Protocoljraps, and observations by protocol analysis of the routing
protocol traffic at different important locations in the wetk. Secondly, the
recovery change tracking dependency model describes haggtegate these
observed, individual recovery changes indicating routhgnges in order to
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get a consolidated list of the actual changes of the routtngtson (ndividual
recovery change to aggregated recovery change mapping

Furthermore, for model adaption (BRAWf.3.2) informati@necessary for
actually mapping aggregated recovery changes to upddsggian of the var-
ious I/RA modelsiecovery change to model adaption mappirgo, the des-
cription and determination of this mapping is covered algam additionally
introduced artifact, the so-calledodel adaption dependency maddéoth
new dependency models introduced for RT are subsumed umeléerimRT
dependency model

In case ofExSit and RecAct(g,1,2), the model adaption dependency model
determines, e.g., which parts of the SI dependency modeiglyaparts of
dependencies for the IP service, have to be updated and &sechronized
with the new situation of the IP routing.

Similarly as done for impact dependency models of IA (coragar143 in
Sect. 4.2.2.2), and for the recovery dependency model ofd@Apare p. 175
in Sect. 4.2.3.2), concerning the abstract structure d¢f Bdtdependency mo-
dels the following can be said yet: Each RT dependency modglaomprise
static model data as well as additional dynamic data. Thadois explicitly
modeled, more static in nature as it is synchronized witla diatm the ac-
tual service provisioning/management infrastructure cegalarly scheduled
basis, and therefore access delay for this type of dataaswely short and
not causing additional effort for RT. By contrast, for aduhtal dynamic data
only the respective data source and access methods are kmowaferenced
by the static data model. This data is only accessed by RTeamadd, e.g.,
in order to detail or make more accurate the informationveéerifrom the
static modeled data. Its access actually may take some ficheause some
additional effort.

In the course of model update (BRAWY.3.2), both RT dependemadels may
have to be adapted/updated itself. That is, specificallymbéeel adaption
dependency model may have to be used to describe and deddnownitself
has to be updated.

The actual design of detailed data structures for both Rleni@gncy mo-
dels, which is treated in the discussion of the recovenkiracframework in
Sect. 4.5, has to take into account this requirement. Neeteds, the determi-
nation of updates to the model adaption dependency moeél sy some-
times be too complex to be covered in a fully automated, eterchined way.
That is why, in such complex cases human operators may beddocmake
changes to the model adaption dependency model. Nevessheleoncrete,
robust model adaption dependency model maybe designedhresway that
it at least detects such cases and maybe also proposest defaek or esti-
mated values in order to partially support human operatongerning their
own update.

Concluding, the RT subworkflow (BRAWf.3 in Fig. 4.32) is refthto take
into account static and dynamic data for both RT dependenagets, as
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Figure 4.34: Complete basic refined abstract subworkflow of recoverktrac
ing with all artifacts necessary (BRAWI.3, refinement of
Fig. 4.32)

187



Chapter 4. Impact Analysis and Impact Recovery Framework

well as the possibility of adaption of the RT dependency netltemselves.
Fig. 4.34 shows this complete version of the basic refinettratissubwork-
flow of recovery tracking BRAWT{.3, which includes all idefntid artifacts.

4.2.5 Basic component architecture and basic real-
ized workflow

In the following, based on the basic refined abstract work{IBRAWTf) de-
signed in Sect. 4.2.2 to Sect. 4.2.4asic component architecture (BCArch)
for executing this workflow is introduced.

First, genericbasic external interfaces (BExtlf¢syhich are necessary for
exchanging input/output artifacts between the workflow dredexternal ex-
isting IT service provisioning and management infrastructure/f8JP of the
service provider, are identified.

Second, the proper design of an internal component arthite¢BCArch)
is outlined:Basic internal components (BIntComsg identified, which are
required for realizing the basic refined abstract workflowablyzing the basic
external interfaces BEXxtlfcs.

At last, abasic realized workflow (BRWi devised as refinement and con-
cretization of the basic refined abstract workflow (BRAWf)drder to be
executed by BCArch.

4.2.5.1 Basic external interfaces

overview of Based on the developed basic refined abstract workflow (BRAWf

BRAWf Sect. 4.2.2 to Sect. 4.2.4 now external interfaces for thézagion of this
workflow are identified. Fig. 4.35 gives a complete overviduhgs basic re-
fined abstract workflow, BRAWf (compare Fig. 4.14 on p. 149.Hi.27 on
p. 178, and Fig. 4.34 on p. 187 for details). Fig. 4.35 alsegmés all abstract
input/output artifacts for the steps of the workflow anatyaed discussed in
the previous sections.

classification of ~ These input/output artifacts can be classified in variougswA particular dif-

artifacts ferentiation of artifacts was used during the analysis efdpecific subwork-
flows in the previous sections: essential artifacts, whighessential to the
whole workflow, or at least essential to a particular sub\iovk in contrast
to further additional artifacts for determining how to deriessential output
artifacts from essential input artifacts (compare alsa28.ib Sect. 4.2.1).

external and Another classification of artifacts is more relevant conasg the relation-

internal artifacts ~ ship of the workflow and the provider’s existiti§ service provisioning and
management infrastructure (SP/MBome of these input/output artifacts of
BRAWTf are external to the workflow, i.e., are exchanged whiga $P/MI and
therefore visible outside the workflow. Examples are thighlist of resource
degradationgepresenting the essential input of the workflow, andShde-
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Figure 4.35: Complete overview of basic refined abstract workflow (BRAWY)
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pendency dynamic additional dat®ther artifacts are completely internal to
the workflow, i.e., not visible outside the workflow as beimdyantermediate
artifacts, such as theervice impactletermined by SIA and given as input to
BIA. In the following, artifacts external to the workflow aferther denoted
tersely asexternal artifacts whereas the others are denotedrasrnal arti-
facts

Comparing the artifacts of BRAWT, the following artifactseaclearly external
ones:

¢ the initial resource degradation list (input)

¢ the recovery plan alternatives together with their respeceduced im-
pact (output)

e the selected recovery plan (input)
¢ the individual recovery changes (input)

e the model data of the different dependency models (see p.ii40
Sect. 4.2.2.2, p. 171 in Sect. 4.2.3.2, and p. 186 in Sect.2)2as well
as the impact rating model (input)

¢ the additional dynamic data for the different dependencgeis(input)

¢ the adaption of model data and additional dynamic data fdifierent
dependency models (output).

All the artifacts listed above have in common that their inpuoutput is
fully required in order to correctly perform I/R analysis.dontrast, the (pre-
recovery) business impact, output of 1A, in the first placansinternal ar-
tifact, as it is only intermediate between IA and RA as far /& dnalysis
is concerned. But especially for the purpose of immediatification of
the provider about the intermediate information derivedaspafter having
performed IA and before performing RA, the business impsedded as a
special case of external output artifact. By this means, making the de-
rived business impact an external artifact, the provider get preliminary
informed before actual recovery alternatives are evatlj&ey., for using the
pre-recovery business impact immediately for purposesrdtian recovery.
Concluding, even if from the point of view of the BRAWTf preemvery busi-
ness impact is not required to be an external output of th&fleer, neverthe-
less it gets assigned the rank of an external output arfidache purpose of
immediate notification of the provider.

For each external artifact a basic abstract external inptgit interface (BEx-
tifc) is introduced and discussed in the following. Fig.@lgdves an overview
of these external interfaces and their specific relatigngbithe steps of
BRAWI.

The external artifacts can be subclassified according tondu@ner in which
their actual exchange with the SP/MI by the workflow is adfub&ppening.
This yields the following three subclasses of externafaots: direct external
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Figure 4.36: Overview of basic external interfaces (BExtlfcs) in redaship
to workflow steps of BRAWT (compare Fig. 4.35)
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artifacts dynamic external artifactsand model (external) artifacts Each
subclass of external artifacts maps to a specific class efmadtinterface, i.e.,
there aredirect external interfacesdynamic external interfacesind model
external interfaces

Direct external artifacts are artifacts which are exchangece with SP/MI
at a specific, defined position during the workflow executidrhus, their
single input or output exchange with SP/MI is completelyedetinable and
predictable from the workflow description. Most artifactsiah are essential
to their subworkflow pertain to these subclass, i.e., the finee artifacts
listed above as well as the special external output artifasiness impact (see
also above).

The subclass of dynamic external artifacts includes maimyso-called addi-
tional dynamic data for the different dependency modelsolmtrast to direct
external artifacts, the exchange with the SP/MI for dynaexiernal artifacts
is more dynamic, not fully predictable, and depends on threeati state of
other workflow artifacts. Moreover, the exchange with théMiRs not re-
stricted to single exchange instance as for direct extamtiécts, rather a par-
ticular dynamic external artifact may be accessed on-ddmauitiple times
for different parts/aspects of it, and so also cause mealggthanges with the
SP/MI. In addition to the already mentioned additional dyiadata attached
to the various dependency models, the subclass of dynar@mex artifacts
comprises also the individual recovery changes, which gnamhically ob-
served during recovery change tracking and therefore alsmvie multiple
data exchanges with SP/MI.

The static model data of the various dependency models maveeamediate
role between being clearly internal and being clearly exkerThe data which
a static model comprises is externally visible, but thegraeed model is vis-
ible only internally. So, on the one hand, as being statiplieily modeled
data and being accessible always with not much effort by thekflow they
can be considered as internal artifacts. On the other harntieae model data
is regularly synchronized with related external data sesiaf the SP/MI, in
order to allow up-to-dateness of I/RA, they are also cleaiernal. That
is why the static model data of each dependency model has tiakba into
account as external artifacts, and so have to be mappedgectese basic
external interfaces.

Static model data of dependency models or the impact ratiogeirare dif-
ferent from direct external artifacts, as they are typjcalkcessed multiple
times for different parts/aspects of it, actually they mayaocessed very of-
ten. So, they resemble dynamic external artifacts, but dsimare with them
the on-demand exchange with the SP/MI for each access aestdRather,
the exchange with the SP/MI is decoupled from the actual flawkaccess
by only periodically synchronizing/updating the modelalatith the infor-
mation sources/sinks in the SP/MI. That is why this type dhdapresents
an own subclass of external artifacts, termed the subcfassdel (external)
artifacts.
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Summing up, this results in the following overview of bastteznal artifacts
and corresponding basic external interfaces (comparetk36):

e direct external artifacts and respective direct extermairfaces

— initial resource degradation list (input)

— business impact (output, but solely for immediate notifarabf the
provider about this intermediate result)

— recovery plan alternatives together with its respectidiced busi-
ness impact (output)

— selected recovery plan (input)
e model data artifacts and respective model (external)fates

— static model data of dependency models or the rating modsdi¢in
input)

— adaption of static model data of dependency models or thegrat
model (model output)

e dynamic external artifacts and respective dynamic exténterfaces

— dynamic data for dependency models (dynamic input)
— adaption of dynamic data for dependency models (dynamjubut
— individual recovery changes (dynamic input)

4.2.5.2 Basic internal components

Based on the basic abstract interfaces identified befoeeptbper compo-
nent architecture (BCArch), being able to realize the basfimed abstract
workflow (BRAWT), is introduced. Fig. 4.37 gives a rough oviexv of the

basic component architecture (BCArch) and its relatigmshithe provider’s
SP/MI. Additionally, Fig. 4.38 shows the basic internal gmments (Bint-
Comps), of which BCArch is consisting of, in greater detail.

As the framework has to have a tight, appropriate integnaiwth SP/MI basic structure
(generic requirement RO.1 in Sect. 2.4.1), concerning tbéahand dynamic

external interfaces, it is basically divided into two aremsodel/dynamic in-

put/output data area (m/d i/o data areedncerned with the exchange of mod-

el/dynamic input/output with SP/MI and@oper I/R analysis area (proper

I/RA area)concerned with the proper I/R analysis using the model/oyoa

external artifacts provisioned by the model/dynamic ifqutput area.

In the following, first the inner structure of the m/d i/o alisaanalyzed, af-
terwards the proper I/R analysis area. The m/d i/o data aye®gises the
model/dynamic input/output data access area (m/d i/o datess areg)and
themodel/dynamic input/output data engine (m/d i/o data eslgivhich are
both treated next.
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Figure 4.37: Rough overview of basic component architecture (BCArch) fo
the basic refined abstract workflow (BRAWf) and relationship
to provider's SP/MI

model/dynamic  An architecture for performing I/RA has to be generic, iapplicable to any

i/o modules potential IT service scenario, and so be independent offspgnanagement)
technology and approaches concerning the SP/MI (genegigreament RO.2
in Sect. 2.4.1). That is why for realizing the interfacesrfardel or dynamic
external artifacts a range of independent, different sled¢anodel/dynamic
input/output modules (m/d i/o moduldey exchanging (parts of) such arti-
facts with various information sources/sinks in the SP/Md devised. In
general, multiple m/d i/o modules are provided for realigime particular of
the model/dynamic external interface identified in the kettion, e.g., the
model external interface of SI dependency proper model. datam/d i/o
modules altogether constitute the m/d i/o data access ar@aart of the m/d
i/o data area.

Potential examples of (management) technologies supparté covered by
different m/d i/o modules include SNMP, CORBA (Common Objeequest
Broker Architecture), evaluation of log files and configioatfiles, proto-

col analysis, access to specific management tools like ledidket systems,
SLA databases or even more specifically HP OpenView Software

m/d i/o data The m/d i/o modules in the m/d i/o data access area are direaticerned
engine for with the particular exchange of model/dynamic externalaats with various
management information sources/sinks in the SP/MI. In contrast, tloerall generic con-

trol and management is handled by the m/d i/o data enginegsepting the
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Figure 4.38: Basic component architecture (BCArch) with detailed basic
ternal components (BIntComps)

second part of m/d i/o data area in addition to the m/d i/o datess area.
Basically, m/d i/o data engine ensures and allows for a symehation of

all internal models with the changing data in the SP/MI (geEnequirement
R0O.3in Sect. 2.4.1).

Internally the m/d i/o data engine it is further subdividetbi a model/dy- m/d i/o
namic i/o scheduler responsible for scheduling of regutigalical model scheduler and
synchronization with the SP/MI, and a model/dynamic i/otoalter respon- controller
sible for coordinating regular model i/o data requests ftbenscheduler, and

dynamic i/o requests (on-demand) from the proper I/R amab®a. So, on

the one hand, the m/d i/o data engine (more exactly the m/dcife@duler)

allows for manageability of SP/MI updates by regular sypnai@ation with

changes in the SP/MI. On the other hand, the m/d i/o data er{giore ex-

actly the m/d i/o controller) acts as a mediator between o/éccess area
and the proper I/RA area.

The proper impact/recovery analysis ar€proper I/RA areaor I/R analyzer proper I/R
in short) is responsible for actually performing the propBranalysis using analysis area
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the provisioned model/dynamic external artifacts fromrild i/o data area.

It is subdivided into thempact/recovery analysis model/dynamic database
(I'/RA m/d databasegnd thempact/recovery analysis reasoning engine (I/RA
reasoning engine)

The I/RA m/d database contains all model external artifaot$ current dy-
namic external artifacts having been exchanged with th18B/ the various
m/d i/o modules under control of the m/d i/o controller.

The I/RA reasoning engine is responsible for performingatiial I/R ana-
lysis by utilizing the m/d database for access to the mogeHthic external
artifacts. For access to direct external artifacts the IfB#soning engine has
respective direct external interfaces which provide tiheaiexternal artifacts.
As model data is updated regularly by the m/d i/o scheduéss &bove) it can
be accessed with low effort by the I/RA reasoning engine ftoenl/RA m/d
database. In contrast, access to dynamic external astifgdhe I/RA reason-
ing engine, also via the I/RA m/d database, may cause themRPdatabase
to trigger the m/d i/o controller for actually fetching thgrhmic external data
from the SP/MI via the respective m/d i/o modules.

To sum it up, basic internal components (BIntComps) aredheving:

e model/dynamic i/o data area: exchange of model/dynamgreat arti-
facts with SP/MI.

— model/dynamic i/o data access area:

* various model/dynamic i/o0 modules: each specifically desig
for some existing model/dynamic data source/sink in thé&/BP/
possibly by utilizing specific (management) technologies.

— model/dynamic i/o data engine:

« model/dynamic i/o controller: actually controls the malhod-
ules for exchanging their specific model/dynamic exterraabd
between SP/MI and I/RA model/dynamic database.

+x model/dynamic i/o scheduler: for triggering the model/alyric
i/o controller to update/synchronize particular modeladaith
SP/MI periodically.

e proper I/R analysis area (I/R analyzer):

— I/RA model/dynamic database: containing all model art§aand
all dynamic external artifacts exchanged so far.

— I/RA reasoning engine: for actually performing I/RA, i.actually
realizing basic refined abstract workflow (BRAWY) by usingaet-
dynamic external artifacts in the I/RA model/dynamic datsd

The above introduced design of the basic component arthitetas the
following consequence for the realization workflow of thesicarefined ab-
stract workflow (BRAWY), namely the basic realized workfloBRWf): As

the whole architecture is divided into two basic parts, Ngme&d i/o data
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area and proper I/RA area, the basic realized workflow wdbatonsist of
two respective basic partsbasic model/dynamic input/output support work-
flow (basic m/d i/o support workflogr managing the m/d i/o data exchange
with the SP/MI, and @asic proper impact/recover analysis workflow (ba-
sic proper I/RA workflow)also being calledasic I/RA reasoning workflaw
The former one is concerned with regular synchronizatiomodlel external
data with SP/MI, and concerned with the intermediation ef élxchange of
all model/dynamic external data between the various m/ani¢galules and
the I/RA m/d database. The latter is concerned actually thighproper real-
ization of the basic refined abstract workflow by support tigtothe former
one. Thus, generally speaking, basic m/d i/o data exchamgemkflow is
ensuring that all required model/dynamic external artfare available for
the basic proper I/RA subworkflow. Moreover, basic propBAl/subwork-
flow, being in essence a more concrete realization of the befshed abstract
workflow, is in turn consisting of respective subworkfloweedor each step
of the basic refined abstract workflow.

In the following, further general characteristics and detaf m/d i/o data

engine (Sect. 4.2.5.3), the m/di/o modules (Sect. 4.2.an)the I/R analyzer
(Sect. 4.2.5.5) are analyzed and treated. Based on thistualy the basic
realized workflow (BRWHI) will actually be devised (Sect. &%) in detail.

4.2.5.3 Model/dynamic input/output data engine

The m/d i/o data engine is treated in more detail here. Farsitesconclusions
from the introduction of the m/d i/o data engine in the pregicection are
drawn, and afterwards some further issues based on thestusioms are
introduced.

As already introduced in Sect. 4.2.5.2, the following casdid about the m/d

i/o data engine: It is part of the m/d i/o data area, and in tigelf consists

of two basic components, namely the m/d i/o data scheduténdd i/o data

controller. Generally its task is to control the m/d i/o dataess area, which is

the other part of the m/d i/o data area. Specifically, its nfddiata controller

has to control the performing of requests to exchange maddymamic ex-

ternal data between the SP/MI and the I/RA m/d database e@fgpm/d i/o

modules of the m/d i/o data access area. The data exchangethwil/RA

m/d database is thereby provided to the I/RA reasoning engnactually

performing the proper I/R analysis. Requests for m/d datha&xge originate data exchange
either directly from the I/RA m/d database or from the m/dd&ta scheduler. triggered by
In the first case the request demands for on-demand exchédgeamic ex- I/RA m/d
ternal data, in the second case the requests demands threngrobf model database
external data for regular synchronization with SP/MI. Tpport the second ©F by

case of request the specific task of the m/d i/o data scheisuleregularly M/d /o data
schedule all necessary exchanges of model external data. scheduler

In addition to regularly scheduled requests to updatefsyimize model ex-
ternal data from the m/d i/o data scheduler, a specific m/diata module
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may request model data update/synchronization, if it daters that impor-
tant model data in its related SP/MI source has changed.

Moreover to the above mentioned types to trigger requestx¢bange m/d
external data with the SP/MI, two specific types have to bedddhe input of

model data at system startup, as well as m/d i/o triggerediwyraan operator
for system correction purposes. These both types of exehesguests are
referred to amon-standard m/d data exchange requestsile all former ones

(occurring during normal operation of the I/R architecjuaee referred to as
standard m/d data exchange requests

In Fig. 4.39 all discussed types of triggering or requestinld i/o data ex-
change between SP/MI and IR/A model/dynamic databaselasérdted. To

initial '
(at architecture .
standard externally startup) _: ‘

(by an m/d i/o module) Y standard on-demand
"""""""""" I/IR model/dynamic | | (by I/RA reasoning
____________________ >| Database ..._..engine)

standard periodically
(regular model update by human A

m/d i/o data scheduler) operator .

Figure 4.39: Types of triggering/requesting m/d i/o data exchange betwe
SP/MI and I/RA m/d database

sum it up, these types of triggering/requesting are:

e statically: at system start, or later by human operatoraat&n (model
data console).

e dynamically:

— periodically, triggered by the model/dynamic i/o data stHer.

— on-demand, triggered by the I/RA reasoning engine via I/Ril m
database, when needed in its course of action.

— externally triggered, i.e., by a model/dynamic i/0 modudné¢n a
important change of model data in SP/MI is registered by thd-m
ule).

4.2.5.4 Model/dynamic input/output data access area

In the following some further issues of the m/d i/o data as@@ga, i.e., the
m/d i/o modules it is consisting of, are discussed.

Each model or dynamic external artifact (compare list or92) Inay be real-
ized jointly by multiple m/d i/o modules, when the externdifact comprises
data that is distributed over multiple information soursegks in the SP/MI,
e.g., with respect to management technology or manageraesdigm.
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That is why m/d i/o modules can be classified in the followinaye: First,
m/d i/o modules can be classified by the external artifackgy (partially)
realize (see list referenced above). So, this type of dleason originates
from the I/RA workflow/artifact definition, and is therefareferred to a¥RA
(artifact) oriented module classificationSecond, m/d i/0 modules can be
classified by external aspects and factors of its relatea statrces/sinks in
the SP/MI, which were already in place before, indepengeaitl/RA work-
flow/artifact definition. Such external, already existespects and factors
of SP/MI data sources/sinks comprise e.g., the type of woly, manage-
ment technology, management paradigm, or managementeattiie model.
This second type of classification is referred toS®&/MI (source/sink) ori-
ented module classificatiotConcerning SP/MI source/sink oriented module
classification, there may be m/d i/o modules covering a washgie of differ-
ent types of SP/MI sources/sinks, as e.g., CORBA, SNMP, Isitmg-files,
configuration files, Excel files, SQL databases, SLA repas#o financial
tools/databases, or even vendor-specific ones like Tivéiilo OpenView.

4.2.5.5 |I/R analyzer

In the following the inner structure of the I/R analyzer esdted in more detail.

In Sect. 4.2.5.2 the basic structure and corresponding teégke I/R analyzer basic structure
have already been introduced: The I/R analyzer basicafigists of two sub-
components, namely the I/RA reasoning engine and the I/Réetdynamic
database. The I/RA model/dynamic database provides a diaifieess inter-
face to all required model/dynamic artifacts (compare Big§6 on p. 191)
necessary for I/R analysis. Using the unified access imerfar m/d arti-
facts provided by the I/RA m/d database, the I/RA reasonimgjree actually
performs the proper I/R analysis. This way, the I/RA reasgrengine is
highly decoupled from the various external m/d i/o data sesisinks in the
SP/MI, and allows for an I/R analysis to be performed in anteptal given
IT service scenario, e.g., independently of specific tetdgies. Moreover,
the differentiation of model and dynamic external artiféaavoids the use of
too frequent, costly exchanges of artifact data with thévBRP¢ompare dis-
cussion in Sect. 4.2.5.2).

In the following mainly the inner structure of the I/RA reastg engine is structure of I/RA
refined. Fig. 4.40 illustrates this refinement in a generieme®, which is reasoning
later on concretized in Fig. 4.41. engine

As the I/RA reasoning engine is the actual component, whiatoncerned generic

with the proper I/R analysis - using a unified access to mithats, provided refinement of
by the cooperation of the I/RA m/d database and the m/d i/a deta - it is reasoning
faced with a range of different activities. These actigti®rrespond directly engine

to the various steps of the basic refined abstract workflomfare Fig. 4.35

on p. 189) as well as its refined version, the basic realizedkfloav to be

designed in Sect. 4.2.5.6.

That is why the structure of the I/RA reasoning engine is egfim the fol-
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«triggers
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2 ]

model/dynamic
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Figure 4.40: Subcomponents of the I/RA reasoning engine with genericmod
ules

lowing way: Internally, the I/RA reasoning engine consdadta generic work-
flow engine [/RA workflow enging performing the coordinating all neces-
sary steps of the proper I/R analysis, as well as a range @fusaworkflow
activity modules RA workflow modulesr terselyl/RA module}s one for
each type of step necessary for actually performing I/Ryamal Fig. 4.40
illustrates this refinement of the I/RA reasoning engine geaeric manner,
i.e., alistl, ..., n of generic I/RA modules.

Looking at the various steps of the basic refined abstradtilesy (BRAWH,
Fig. 4.35 on p. 189), the specific I/RA modules necessaryenigatl. So, this
results in the following list of specific I/RA modules, whiahe corresponding
to the subworkflows of BRAWH:

e impact analyzerfor impact analysis; actually has to two specific refine-
ments: one for SIA (BRAWf.1.1) and one for BIA (BRAWT.1.2)gl,
resulting in aservice impact analyzeand abusiness impact analyzer

e impact rater for impact rating (BRAWf.2.1).

e recovery plan designefor recovery plan design (BRAWI.2.2).

e recovery changes trackefor recovery changes tracking (BRAWf.3.1).

e model adaption componerfor model adaption (BRAWI.3.2), will work
in cooperation with m/d i/o data engine.
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model/dynamic «artifact» «artifact» «artifact» «artifact»
datai/o 1A input IA output| RA output RT input
T
controller Lgalolid_er_'s_/}\
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Figure 4.41: Subcomponents of the I/RA reasoning engine with specific
modules (concretization of Fig. 4.40)

For the most part, each single step of BRAWT requires a sepdfRA mod- role of SIA and
ule as the tasks to perform differ among each other. Thidfisrdnt for SIA BIA

and BIA: Both do very similar things, namely the derivatidreotailed degra-

dations, only different in the type of degradations invalyvee., resource and

service degradations in the case of SIA, and service andésgsdegradations

in the case of BIA. That is why for both - by using inheritances-a basis a

generic impact analyzer can be used as I/RA module. Thisrigangact an-

alyzer is providing the functionality and the course ofawtior IA in general.

It has two specific refinements, one for SIA and one for BIA,chhactually

handle the specifically involved types of degradations.

Taking into account all specific I/RA modules identified, tpeneric illus-
tration of the refinement of the I/R analyzer in Fig. 4.40 camftade more
concrete. The resulting concretization is illustratedio B.41.
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4.2.5.6 Basic realized workflow

Now the basic realized workflow (BRWf) is introduced as a mfient of
the basic refined abstract workflow (BRAWf) and in order tauatly allow
to realize BRAWT by the basic component architecture inficeti previously.
Fig. 4.42 presents an overview of the BRWHf, being discusséus following.

m/d i/o Data Engine I/R Analyzer
4 m/di/o A 4 I/R reasoning h
support workflow workflow
(BRWf.supp) (BRWf.reason)

b

service
impact analysis
subworkflow

~
J

impact analysi
subworkflow

m/di/o
support

subworkflow 1
(BRWF.1.X)

(BRWf.supp.1) (BRWf.1.1)

{1,..,n} business
impact analysis
] subworkflow
m/di/o

support (BRWF.1.2)
subworkflow n

(BRWf.supp.n) impact rating
subworkflow

(BRWF.2.1)

recovery planning
subworkflow

(BRWF.2.2)

recovery changes
tracking
subworkflow

(BRWf.3.1)

model adaption
subworkflow

(BRWF.3.2)

Figure 4.42: Overview of the basic realized workflow (BRWF)

Similar to the basic refined abstract workflow (BRAWY), thesioarefined
workflow (BRWf) consists of various subworkflows (comparépudiscus-
sion on p. 196). These particular subworkflows can be grougedwo types
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of subworkflows: One type of subworkflows is concerned wii tanage-
ment/control of the exchange of model/dynamic i/o inforimatvith SP/MI
performed by the m/d i/o data enginBRWf m/d i/o support subworkflgpw
and another type of subworkflows is involved in the actuadoe&ang and ana-
lysis performed by the I/R analysis ard@RWf reasoning subworkflowThe
former type of subworkflows actually only provides suppertvsces (m/d i/o
artifact exchange management) for the latter type of sukiftooys.

The subworkflows of the latter type represent the properaefant of the relationship of
steps of the basic refined abstract workflow (BRAWf). Thatf@s, each reasoning
(sub)workflow step of BRAWf (compare Fig. 4.35 on p. 189),réhis one subworkflows to
subworkflow of the latter type, i.e., a BRWf reasoning sulkflow. The BRAWf
numbering scheme (BRWf.x.y) used for these BRWf reasonibgverkflows

(as also used in Fig. 4.42) corresponds exactly with the reuimd scheme

(BRAWT.x.y) of the respective steps of the basic refined raastvorkflow.

In correspondence with the design of the I/R analyzer’srivatiestructure relationship of
(compare Sect. 4.2.5.5 and specifically Fig. 4.41), eaclhesd BRWf rea- reasoning
soning subworkflows is executed by one of the internal madof¢he I/R an- subworkflows to
alyzer. l.e., BRWf SIA subworkflow (BRWHf.1.1) is executed the service architecture
impact analyzer, BRWf BIA subworkflow (BRWf.1.2) by the bagss impact

analyzer, BRWf impact rating subworkflow (BRWf.2.1) by timegact rater,

and so forth.

Actually, the subsequent execution of the BRWf reasoningasukflows,

which corresponds to the subsequent execution of the riagpaeworkflow

steps of basic refined abstract workflow, is coordinated kylfR analyzer
workflow engine, also introduced in Sect. 4.2.5.5. So, fowenience rea-
sons, this coordinated, subsequent execution of the BR&gbreng subwork-
flows is subsumed under a so-calBRWf reasoning workflonConcluding,

the BRWf reasoning workflow coordinates the subsequentutixecof the

various BRWf reasoning subworkflows performed by the retspeexecuting
I/R analyzer subcomponents under coordination of the li&yaer workflow

engine.

Similarly, the m/d i/o support subworkflows (see above),eiadpthe other of
BRWf subworkflows in addition to BRWf reasoning subworkflowat being
executed by the m/d i/o data engine, not the I/R analysis areassubsumed
under a so-calledh/d i/o support workflow

Using both terms just introduced, the BRWf can be generaiiddd into BRWf =
BRWf m/d i/o support workflow and BRWf reasoning workflow, batom- m/d i/o support
prising various subworkflows of respective type. In thedoling, all par- + reasoning
ticular BRWf subworkflows are treated in detail. Specifigdhese are the

impact analysis subworkflows (SIA and BIA, BRWf.1.1 and BRW2), the

impact rating subworkflow (BRWf.2.1), the recovery planigassubwork-

flow (BRWf.2.2), the recovery changes tracking subworkfl&R\(Vf.3.1),

the model adaption subworkflow (BRWf.3.2), as well as alliaddally nec-

essary m/d i/o support subworkflows.
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Fig. 4.43 illustrates théasic realized IA subworkflogBRWf.1.x), i.e., the
part of the basic realized workflow performed by the impaetiyaer module
in the I/R analysis area.

In fact, two instances of this workflow are performed subsadjy, one for
SIA and one for BIA. Only the types of degradations they argceoned with
are different, i.e., resource and service degradationsdarcase of SIA, and
service and business degradations in the case of BIA. Budeheral course
of actions follows the same pattern for both. This inhet&anelationship
of BRWf IA subworkflows also corresponds to the inheritanekationship
of impact analyzer components among the I/RA modules: Bp#tific in-
stances of this general IA subworkflow are actually execbiethe respec-
tive specific instance of the general impact analyzer mqahamely the ser-
vice impact analyzer or the business impact analyzer (coenpig. 4.41 on
p. 201).

In the following, the general course of action of the gen&RWf IA sub-
workflow, which is identical for both SIA and BIA, is discuskelhe impact
analyzer gets initially known degradations (resource aegfions for SIA,
service degradations for BIA) as essential input and hedeitved degrada-
tions as essential output. All initially known degradasaor ones derived
in the course of action are stored in a subcomponent of thadhgnalyzer,
the so-calleddegradations working memaryNew degradations are derived
from known ones by using theeegradation mapping&ee Fig. 4.11 on p. 145
and Fig. 4.13 on p. 148) defined in the specific impact depayd@odel (S|
dependency model or Bl dependency model respectively)h BHagradation
mapping specifies the dependency daayet degradatioron one or multi-
ple combinedsource degradationsAlready known degradation(s) serve as
source degradation(s), and by following an appropriateatigion mapping
the corresponding target degradation is derived as a nevalywk degradation.

In order to remember, degradation mappings are defined by stadel data
as well by additional dynamic data. So, on the one hand, dagom map-

pings are in fact be determined from the actual providergise provision-

ing/management infrastructure (SP/MI). Moreover, theer) impact de-
pendency model includes only explicitly modeled informataspects of a
degradation mapping. This comprises information whichasastatic in na-
ture, and it can be synchronized with the SP/MI in regulagrivdls without

much loss of accuracy.

On the other hand, in addition to the explicitly stored, msiegic information
about degradation mappings in the proper model data, additidynamic
data sources/sinks in the SP/MI are referenced and knowmetstatic mo-
del data. Similarly as for static model information, eachetyf dynamic
information source/sink is handled by an appropriate ngdnbdule in the
m/d i/o data access area (compare Fig. 4.38 on p. 195). Setdtie model
information of a degradation mapping is enriched on-dentanddding dy-
namically provided or measured information. This has tihmppse of making
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Figure 4.43: 1A subworkflow (to be instantiated either for SIA or for BIA)
of the basic realized workflow (BRWf.1.x, i.e., BRWf.1.1 or
BRWHf.1.2)
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the degradation mapping information more accurate (e.gprbyiding cur-
rent measurement data), or of increasing its granularitgnever necessary.
Nevertheless, similar as for static model data, the impa&lyzer module as
part of the I/R analyzer does not interact with m/d i/o modudeectly. But
instead it accesses dynamic artifacts via the I/RA m/d @etpwhich in turn
cooperates with the m/d i/o data area to actually controéitehange with the
SP/ML.

To sum it up, first a target degradation is derived from knoourses degra-
dations with rough, not so detailed information by usingdtaic information
of a degradation mapping in the impact dependency modeenAéirds this
rough information can be refined, i.e., made more accuratecoeased in
granularity, by integrating once or multiple times addi@ab dynamic data,
which are eventually exchanged by m/d i/o modules on-denvaittd the

SP/MI.

In the following, thebasic realized impact rating subworkflodBRWf.2.1),
illustrated in Fig. 4.44, is treated. It is actually execlby the impact rating
module of the I/R analyzer.

Impact Rater

(pre recovery) ) derived (pre recovery) rovider's
resource degradations enlta|I> business degradations P )
| rating
| \]/ model
|

. 4 business impact rating:
(pre recovery) for all business degradations:
resource-to-businesy  \_ rate each one

degradations
mapping rated (pre recovery) business
degradations <———

v

4 resource degradations list rating:
«en

for all initial resource degradations:
\_ rate each one indirectly

®

rated (pre recovery) resource
degradations

Figure 4.44: Impact rating subworkflow of the basic realized workflow
(BRWH.2.1)

The impact rating subworkflow, consists basically of twstethe (direct)
business impact rating, and the following indirect resewtegradations rat-
ing (compare p. 168). First, the business degradationsigdween derived
eventually by 1A are directly rated (prioritized, orderedaluated) using the
provider’s rating model. Second, an indirect rating of thigially given re-

source degradations (input of I/R analysis) is performdds & actually done
by starting from rated business degradations and using ibgihct depen-
dency models (Sl and Bl), i.e., the described resourcetaice and service-
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business degradation mappings, in reverse direction (mnpeaoison to IA
usage) for eventually rating/prioritizing the initial mgce degradations. The
resulting rating of the initial resource degradations jes a basic require-
ments analysis for the following recovery design subworkflo

Fig. 4.45 visualizes théasic realized recovery (plan) design subworkflovecovery plan
(BRWHf.2.2), which is actually executed by the recovery pemnmodule of design
the I/R analyzer. subworkflow

Recovery Planner
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T . .
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by adding/enhancing detail information é[yes] <>/ DynamicData
from

available?
RecoveryActionDependencyDynamicData
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\ (via corresponding m/d i/o modules) )
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p Y \_ information
DynamicModelData \]/
execution information %/)
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Figure 4.45: Recovery plan design subworkflow of the basic realized work-
flow (BRWH.2.2)

The recovery plan design subworkflow is performed in a loofpotentially) multiple
multiple iterations for finding an optimal or an approxinigteptimal recov- iterations
ery recommendation. In each new iteration the result of theipus iteration,
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i.e., the determined recovery alternatives, are once murareed and opti-
mized concerning their estimated effect on the businesadmpn each iter-
ation, the recovery action dependency model (possiblicsat/or dynamic
data of it) is used.

The loop initialization, i.e., the initialization of the famtial recovery alterna-
tives, is starting from rated initial resource degradatijarsing for the above
described two steps only static model data of recovery ackpendency mo-
del, resulting in first rough design of possible recovenn@ternatives. This
is actually done in three steps: the potential recoveryradtéres determi-
nation, the recovery alternatives effect determinatiowl, the recovery alter-
natives filtering. The first step selects the initial or erdemfoptimizes the
existing list of potential recovery plan alternatives,ledescribed as multiple
recovery actions. The second step for each potential aligendetermines
or estimates its recovery effect information (influence sexiilt information,
p. 157). In the third step the current list of potential altives is filtered
by comparing the alternatives by their actually determiestimated recov-
ery effect. That is why only those alternatives remain inlisiewhich have
an optimal or at least approximately good recovery effeet, high mitigation
of business impact over time.

Each loop iteration consists of the following two steps:orexy alternatives
refinement by adding further additional dynamic data, aradragecovery al-

ternative filtering (same as for the loop initializationy the first step the
actual refinement and enhancement of the current list oi/ezga@lternatives
and their respective effect information is performed. Tikidone by adding
specific dynamic additional data of the recovery action ddpacy model

which has not been added and evaluated in previous itegatithsing this

refined information, the list of potential recovery alteimes is updated ac-
cordingly, depending on all now available recovery actiepehdency model
data in the I/RA m/d database, be it static model data or amamhc data
added so far. So, also new alternatives may be added to th&lie second
step, the filtering of the current list of recovery altermas by comparison of
their actual effect information, is the same as for the loofalization.

Further iterations are performed, as long as further aathtidynamic data of
the recovery actions dependency can be added, or untilfilaet @fformation

of the determined recovery alternatives reach a certaiel lefvgood effect
over time with appropriate granularity and detail.

At last, after the last performed loop iteration, for theuldag refined/op-
timized recovery plan alternatives, the specific executidarmation (see
p. 167) is determined in order to make it possible to actuagtize any of
the particular recovery alternatives.

After the recovery planning subworkflow, the actual setat&nd the poten-
tial adaption (see p. 180) of the recovery alternative todatized, selected
and adapted by the provider, is taking place. Neverthefessny poten-
tial adaption made, the corresponding adaption to the éxecunformation
should be also performed. The reason for this is that agtttedl recovery ex-
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ecution information of the selected recovery alternativbe realized is used
as input for following recovery changes tracking subwonkflo

In Fig. 4.46 thebasic realized recovery changes tracking subworkflaowcovery
(BRWHf.3.1), isillustrated. The recovery changes trackeduie of the I/R an- changes

alyzer is used for actually performing it. tracking
subworkflow

Recovery Changes Tracker

execution information of
$ recovery alternative selected by provider

v

monltored monitor and collect
individual individual recovery changes

recovery changes

from SP/MI
[nol __ | recovery
finished?
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A
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. v
RecoveryChangesTracking refine inf_orn_wation
DependencyModel about monitoring data
. sources in SP/MI
DynamicData L by dynamic information /\ information
\]/ about
N monitoring
configure monitoring / data sources
by appropriate in SP/MI
L active probing modules )

RecoveryChangesTracking [yps]
DependencyModel
StaticModelData aggregate

individual recovery changes
. by static model data as well
RecoveryChangesTracking as dynamic data as necessary aggregated
DependencyModel recovery changes
DynamicData

Figure 4.46: Recovery changes tracking subworkflow of the basic realized
workflow (BRWHf.3.1)

In general, recovery changes tracking as described pr&yiq@ompare
p. 185) comprises three basic steps. First, the deterrmmathd monitor-
ing configuration of types of individual recovery changes& monitored
during recovery is performed, by using the respective mapdescribed by
the recovery change tracking dependency model and ilbestia Fig. 4.33 on
p. 185. Second, the actual monitoring and collecting of sndividual recov-
ery changes takes place. Third, all collected individuabvery changes are
appropriately aggregated, by using the respective mapgstgdescribed by
recovery changes tracking dependency model (see also.BRjo# p. 185).

Specifically, the first step can be further refined in the foifeg way: First,
by using the execution information of recovery alternatetually selected
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by the provider, the types of recovery changes (and so icithrdhe appropri-
ate m/d i/o modules) to be monitored are determined. Monmedis is first
done roughly by using only static model data of recovery glearracking de-
pendency model, and secondly be refined by consecutivelgfusaditional
dynamic data of the recovery changes tracking dependendglmas far as
needed. Afterwards, the actual recovery changes dataesautbe SP/MI
have to be configured for the monitoring, via the appropmafei/o modules.

As the last I/RA reasoning subworkflow, tihasic realized model adaption
subworkflo{ BRWHf.3.2), presented by Fig. 4.47, is treated. It is perfed
mainly by the model adaption module of the I/R analyzer, witloperation
of the m/d i/o data area, i.e., by cooperation of respectitcbifo modules.

Model Adaption Component

ModelAdaption $ l/
DependencyModel j

aggregated
recovery changes

StaticModelData model update planning

plan of all
necessary model
updates/adaptions

ModelAdaption \
DependencyModel

DynamicData

\
«in”\|p|icit
encod\ing» /
N

perform model adaptions
with only implicit model
result (dynamic)
by corresponding
m/d i/o modules

-
ps N
- ~

perform model adaptions
with explicitly modeled
result
by corresponding
m/d i/o modules
N

result of actual execution
is described

statically and explicitly by
the model adaption
dependency model;

only implicit result modeled: AN
only the mechanism to trigger
the actual (dynamic) update

is referenced by/known to

the model adaption
dependency model,;

e.g. by means of rules

e.g. the information about
the calling of update scripts
with dynamic behavior/result

Figure 4.47: Model adaption subworkflow of the basic realized workflow
(BRWf.3.2)

The model adaption can be basically subdivided into twosstdye planning
of the model adaption, and the actual performing of the madaption (real-
ization of the planning).

The planning is done by deriving from the aggregated regogkanges the
actual model adaptions/updates for synchronization witiVsto be actually
done. For this purpose so-calletbdel adaption planning dependencias
the model adaption dependency model (comprising staticdgndmic data)
are utilized. The result is a plan for all coordinated stepthe model up-
date/adaption/synchronization to be performed.
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The model adaptions may be itself classified in the variougsw@n the classification of
one hand, static model data and/or dynamic data may be uhdage as far model updates
as the differentiation of static/dynamic model data forA/Rorkflow model

artifacts to be used in further I/RA runs is concerned.

On the other hand, it matters whether the model adaptionndigpey model
explicitly specifies the update of some model data for symmization with
recovery changes: A model adaption (of static or dynamicehddta; com-
pare above) may be described explicitly, i.e., specifyxmgieitly the changed
values of the updated model parts, or only implicitly, ianly referencing dy-
namic behavior with dynamic results with respect to updatedel data. An
example of the latter case is the information about some genant tool,
script or similar to call, whose dynamic behavior and cqroeslingly whose
dynamic output is not explicitly described by the model aaapdependency
model. Only the necessity of calling this management toaips or sim-
ilar is described by the model. In contrast, an explicithsctédoed model
update/adaption is the explicit change of one or multipkeies in database,
e.g., describing configuration information, e.g., explatiange of the IP ad-
dress which is used by some service resource. This way,alaetalization
of) model adaptions with only implicitly modeled result edes implicitmo-
del adaption execution dependenciehich are not explicitly covered by the
planning dependencies described above.

Model updates of either type introduced above are coverdladoynodel adap-
tion planning, and are actually performed by the respeatiati/o modules.

At last, after having discussed all I/RA reasoning subworkfl, the m/d i/o0 m/d i/o support
support subworkflows (BRWf.supp.x), which are concerneth hie exter- subworkflows
nal data exchange with the SP/MI by the m/d i/o data area, @septed.

Fig. 4.48 presents all these subworkflow at once, as they emng inter-

related. Actually three different m/d i/o support subwasifs can be iden-

tified. One is performed by the m/d i/o data scheduler (BRUyis1), and

the two other ones are performed by the m/d i/o data contr@RWf.supp.2

and BRWf.supp.3).

BRWf.supp.1 is concerned with the scheduling of regulaticstaodel up- support
dates/synchronizations to be done with the SP/MI. Therelmeayultiple in- subworkflow 1
stances for this subworkflow, concerning different partstafic model data,

each potentially with different scheduling (e.g., diffierenterval), as far as

necessary.

The m/d i/o data controller actually manages and coordsnaten/d i/o data m/d i/o
exchange with the SP/MI via respective m/d i/o modules (camajntroduc- exchange
tion of Sect. 4.2.5.3). Primarily, such a data exchange itated by the requests
m/d i/o data scheduler for regular static model updatesydhé I/RA m/d

database of the I/R analyzer for updating dynamic data. Mane the re-

quests for m/d i/o data exchanges coordinated by the m/dai@ cbntroller

include the following ones: external requests initiatedabym/d i/o module

when an important model data change in the SP/MI is discay@atential,

external requests from human operators, or initial reguasstartup of the
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m/d i/o Data Scheduler

m/d i/o Data Controller

the particular

triggered m/d i/o module
will perform the

actual data exchange
between SP/MI and

I/RA m/d i/o database

&

4 m/d i/o support h 4 m/d i/o support 4 m/d i/o support h
subworkflow 1 subworkflow 2 subworkflow 3
(BRWf.supp.1) (BRWf.supp.2) (BRWf.supp.3)

receive signal
to update specific
model/dynamic
schedule event data part
(e.g. from
determine m/d i/o scheduler
which parts or from
of the static I/RA m/d database)
Tgcieldiiza W/ check m/d update
byehis insert request pending queue
scheduling in m/d update
pending queue )
send signal
to update \§ %
specific queue? _< [yes]
static model m/d update empty?
datapart request [no]
N J v
— remove first request
m/d “Pdate m/d update from m/d update
pending > request L pending queue
queue

control/trigger
corresponding
m/d i/o module
to perform
actual m/di/o

v

Figure 4.48: Model/dynamic i/o support subworkflows of the basic realize
workflow (BRWf.supp.x)

I/RA architecture to initialize the static model data. Anyck requests for
exchanging m/d artifact data with the SP/MI, initiated bther source, may
be designated aw/d update requesh the following. For managing the han-
dling of such m/d update requests, m/d i/o data controlles asm/d update
request queudr remembering requested, but not already completed m/d i/

updates.

On the one hand, BRWf.supp.2 is concerned with the fillindvefrh/d update
request queue with new m/d update requests. On the otherBRKdf.supp.3
actually works in an endless loop to actually perform andesuipe m/d up-
date requests, including the forwarding/routing the retjteethe appropriate

m/d i/o module.
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4.3 Impact Analysis Framework

Here theimpact analysis framewortAFw) as the first of the three extension
frameworks to théasic frameworKBFw) is developed. In order to remind
of Fig. 4.1, Fig. 4.49 depicts the basic structure of the whA framework
specifically marking the impact analysis framework. Theib&smework
provides a generic framework, introducing basic termsgcepts and work-
flow steps for I/R analysis in general. The IAFw extends, exfiand highly
details the basic notions, concepts, and workflow stepsdatred particularly
for impact analysis (compare Fig. 4.1 on p. 122). More spelfi, the IAFw

is concerned with the design and realization of actual datatsires and their
specific usage in the respective workflow steps.

4 N
Impact and Recovery Analysis Framework
(I/RAFw)

(Chapter 4)

Basic Framework
(BFw) -
b, ~
7 - > ~
- (Sect. 4.2) N
‘uUses»

e
«us/es» A
e

|
- «uges» RS

-
7 ~ ~
- | ~
~

I
Recovery Analysis Framework Recovery Tracking Framework
(RAFw) (RTFw)

(Sect. 4.4) (Sect. 4.5)

J

e

-

Figure 4.49: Impact analysis framework (IAFw) as first extension framewo
of the basic framework (reminder of Fig. 4.1)

In general, as basically introduced in Sect. 4.2.2.1 on B, it8pact analysis IAFw = SIAFw +
(IA) is subdivided into service impact analyslfd) and business impact anaBIAFw

lysis (BIA). Consequently, the IAFw can be correspondingly subdiidéo

aservice impact analysis framework (SIAFav)d abusiness impact analysis

framework (BIAFw)

For 1A in generalimpact dependency models (IDepMqds)d specifically IA dependency
for SIA and for BIA service impact dependency models (SIDepMauais) models
business impact dependency models (BIDepMadgectively have been in-

troduced in the basic framework (compare Sect. 4.2.2.2 éd@and p. 144).

The usage of these impact dependency models basically basbeered in basic IA

Sect. 4.2.2.2 (basic refined abstract impact analysis sidfiey, BRAWf.1) subworkflows
as well as in Sect. 4.2.5.6 on p. 203 (basic realized impadysis subwork-

flows, BRWf.1.1 and BRWf.1.2).

Impact dependency models describe dependencies betweeunsveypes of
degradations. The general information parts which aressacg to describe
these degradations were generically introduced in S&R.4.on p. 134. This
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introduction stayed on a very rough and conceptual leved, did not in-

clude specific data structures for actually specifyingipaldr degradations.
Similarly, the actual data structures for impact depengencdels were not
covered. Therefore, the IAFw is mainly concerned with thaaretization

- in terms of data structures and their actual usage - of bofflact depen-
dency models, i.e., the SIDepMod and BIDepMod. This alstunes - as
far as necessary - the concretization of data structurgléorarious types of
degradations involved.

The concretization of data structures for IDepMods is distperformed iter-
atively in various refinement steps, mainly for SIA. Diffat@otions of IDep-
Mod pertaining to different refinement steps will be suieadhd appropriate
for different types of service scenarios, concerning thvellef granularity
and accuracy as far as necessary for the determination iofdsgssmpact in a
scenario.

Fig. 4.50 gives an overview of the approach for the developgroéthe im-
pact analysis framework (IAFwAppr). Initially, generalatacteristics and

«meta artifact» D 3
ImpactDependencyModel Vs ~
DesignCharacteristics «meta step»
IAFwAppr.1 (Sect. 4.3.1)
(IDepModDsgnChars)
introduce characteristics
design characteristics for the iterated design
for impact dependency models \_ of impact dependency \FEOde'S Y,
«meta artifact» D é «meta step» )
ImpactDependencyModelDesign IAFwWAppr.2 (Sect. 4.3.2-4.3.11)
(IDepModDsgn) done in iterative refinement steps
(IDepMod design refinement steps):
iteratively refined design impact dependency models
design of impact dependency \_ (for SIA as well as BIA) )
models \l/
4 N
«meta artifact» D «meta step»
ImpactDependencyModel IAFwAppr.3 (Sect. 4.3.12)
Implementation
based on the design,
(IDepModimpl) develop guidelines for implementation
. of impact dependency models.
guidelines for S )
implementation of
impact dependency models %

Figure 4.50: Approach (IAFwAppr) for the development of the impact ana-
lysis framework (IAFw)

aspects for a specific design of impact dependency modelmtaoeluced.
Based on this, in various iteration/refinement steps, ttsggdeof Bl and Sl
dependency models is actually done: First, a generic Slrakpey mo-
del (SIDepMod(Gen)) and then a generic Bl dependency mdsi&ep-

Mod(Gen)) is introduced. Afterwards, multiple iteraticgfinement steps will

214



4.3. Impact Analysis Framework

follow to refine these generic impact dependency models Rimthe SIDep-
Mod. After all these iteration steps for the design of impdependency mo-
dels, guidelines for an implementation of the resultingnesfient hierarchy
of impact dependency models are introduced. These guetetnver also
the usage of the implemented impact dependency models tefghe ba-
sic component architecture introduced for the basic redlzorkflow BRWf
(see p. 203 for BRWf.1.1 and BRWf.1.2).

The specific refinement steps for the design of the SI depegydendel are
the following:

e SIAFw(Gen): abstract base for service impact dependendeiao

e SIAFwW(Subj:Sv): considering only resources and services avhole
and degradation dependencies between them.

e SIAFwW(Subj:Svinst): considering only resources and serwstances
and corresponding degradation dependencies between them.

e SIAFw(Subj:Fcty): decomposing service functionalitynealering ser-
vice functionalities organized as an inheritance hiergr@md corre-
sponding degradation dependencies between them.

e SIAFw(Subj:Fctylnst): further decomposing functioniaist consider-
ing instantiations and sets of instantiations of functliyp&lasses, and
corresponding degradation dependency instantiation&sfli between
them.

o SIAFW(QoX)/SIAFw(QoXiInst): considering gradable degafidns,
i.e., how (which specific QOR/Qo0S parameters) and to whakegggnet-
ric of QOR/Qo0S parameter) is a service, a functionalityglésnctiona-
lity instantiation degraded, and corresponding refinedratimtion de-
pendencies.

e SIAFw(Coop): considering degradation dependencies wifegific in-
stantaneous cooperation pattern of the source degradatiorwhich a
target degradation is depending jointly (at a specific imsaof time:
dynamics at a specific instance of time), i.e., degradatepedden-
cies (to services/functionality classes/functionalibs{antiations)) with
multiplicity > 1, and with additional attributes describing the coopera-
tion pattern between the multiple source degradationg @sfaecessary
for service impact determination: For instance, the coafjo@n pattern
between multiple resources/subfunctionalities on whiobtlaer one de-
pends jointly: redundancy, load-balancing, aggregatidpaiR/QoS pa-
rameters (e.g., various delays adding up to a high-levalylebut also
considering complex time dependencies (e.g. one degoadattia short
degradation causing another one with much longer degmagatiepen-
dence on a resource/functionality which is used multipiees in one
single service interaction (e.g., multiple DNS queries $ending one
mail, i.e., DNS delay propagating multiple times to maildieg delay).
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e SIAFw(DynOT): considering dynamics of degradation depgmies
over time: dynamics of the existence (validness) of the akbafion
dependency at all (at different instances of time), the dyina of its
dependent degradations (sources or targets), or the dgsarhits in-
stantaneous cooperation pattern of its source degradatmmpare
SIAFw(Coop) above concerning this).

The specific refinement steps for the design of the Bl deparydeiodel are
only the two following:

e BIAFw(Gen): abstract base for business impact dependenciels.

e BIAFw(Char): using so-called business degradation mef{ffienctions
of time/duration) for specifying/comparing business degtions and
corresponding degradation dependencies between them.

For each refinement step, an appropriate measure of tinaioluhas to be
defined. This has to be done with respect to the least timeéruaitd on which
an I/R analysis run which is utilizing the respective notmfnDepMod of
the particular refinement step operates. This requirersanginly necessary
for the last two refinement steps which specifically deal wlighamics at a
specific instance of time (SIAFw(Coop)) or dynamics overangler) time
range (SIAFw(DynQOT)).

In the following, in Sect. 4.3.1, the general charactarssfor the design of
impact dependency models are introduced.

4.3.1 General characteristics/aspects for design
impact dependency models

In the following general characteristics and aspects fer(iferative) design
of the two impact dependency models (IDepMod), namely serwnpact de-
pendency (SIDepMod) and business impact dependency mBliziMod)
are introduced. These characteristics and aspects ararusiesl following
sections for the actual design of the IDepMods.

IDepMods have been basically introduced in Sect. 4.2.2.2.0040 and
p. 144. The usage of IDepMods has been basically covereddn &£2.2.2
(basic abstract impact analysis workflow subworkflow, BAWfand ba-
sic refined abstract impact analysis subworkflow, BRAWT.%) veell as
in Sect. 4.2.5.6 on p. 203 (basic realized impact analysisvetkflows,
BRWf.1.1 and BRWf.1.2).

IDepMods comprise and describe various directed reldtipssbetween
degradations, so-calletegradation dependenciéBegDep$ or degradation
mappings

In general, airected relationships a relationship between two typesa-
pendent objectsramely from one or multiplsource objectgtersely sources)
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to one or multiplegarget objectgtersely targets) (compare notion of directed
relationship in UML, p. 80). Fig. 4.51 illustrates the infimation parts gen-

Definition of a
Generic Directed
Relationship
[ Q ]
Dependent ) Additional
Objects < constrain Relationship
additionally Constraints

1
VLW I
additionally constrain the AN

Dependent Dependent | | dependent objects,
Object Object or their cooperation,

Types Multiplicities | | concerning
T T dependency aspects

I I which are not (explicitly)

for source objects expressable by

as well as the types and multiplicities
target objects of dependent objects
respectively. themselves.

Figure 4.51: Definition of a directed relationship in general

erally necessary for the definition of a directed dependembgse parts are
treated in the following using the example of degradatiopetelencies. For
this purpose, Fig. 4.52 specifically illustrates the infation parts necessary
for the definition of a degradation dependency. So, Fig. 4l5@ illustrates
the generic definition of an impact dependency model, asabmsisting of
degradation dependency definitions.

In the case of DegDeps, the dependent objectslapendent degradations dependent
Consequently, a DegDep is a directed relationship fromefp@lly one or degradations
multiple) source degradation® (potentially one or multiplefarget degrada-

tions

The definition of a DegDep can be subdivided into two partse defi- degradation
nition of i.e., the source/target objects (source/targagradations) of the dependency
DegDep DegDep objects definitignas well as any further specific condefinition
straints PegDep additional constrainy®f the DegDep necessary in addition

to its particular source(s) and its target(®egDep additional constraint de-

finition). An example of the latter case are time constraints, esgtricting

the validness of a DegDep to various time instances or timges A second

example are cooperation patterns (composition types) dtipfeisource ob-

jects, e.g., concerned with questions of how multiple seulegradations of

redundant resources entail corresponding service degyadaFurthermore

the latter includes any further aspect which is necessaripégDep defini-

tion but not expressed/not differentiated in the definibbdependent objects

itself. Of course, an appropriate refinement of the spacetenial depen-

dent objects (dependent degradations), i.e., an apptepeiined subdivision

of them, might eliminate the need for the definition of Degl&ditional
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Impact Degradation
Dependency K>— Dependency
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Q 1
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Dependent ) Degradation
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describing degradations
refer to Fig. 4.7:

degradation scope
(degradation subject and
degradation manner),
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additionally constrain the AN

Dependent Dependent depen.dent degra.dations,
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Figure 4.52: Generic definition of a impact dependency model consistfing o

naming of
iterative
refinement
steps

requirements for
the iterative
refinement

compatibility of
DegDep notions
of different
refinement
steps

degradation dependency definitions

constraints. Concerning the former of the two aspectsDibgDep object
definition the potential types of objects themselves, i.e., potetyses of
degradations used as sources or targeégDep object typgsand also their
potential multiplicities DegDep object multiplicitiedor a particular DegDep
are relevant. The abstract information parts necessamgeseribing the po-
tential types of degradations were already basically ¢eckat Sect. 4.2.2.1
(see Fig. 4.7 on p. 135).

That is why a thorough design and implementation of IDepMuasto cover
the DegDep objects definitioand any necessafpegDep additional con-
straint definition

The naming of the specific iteration of the SI dependency raeklgn being
used in the following iSIDepMod(XwhereX identifies the specific iteration.
It correlates directly to the naming conventiSPAFw(X)labeling the design
of the impact analysis framework up to this refinement steplafas a whole
(compare list of refinement steps in Sect. 4.3 on p. 215). dgwls, the
designation BIDepMod(X) is used for the design of Bl deparayemodels in
correspondence to the designation BIAFw(X).

Each specific iteration/refinement step of the design of Nbegts (IDepMod
design refinement step) comprises a particular refinemettieohotion of
DegDeps. Moreover, for compatibility and comfortabilityncerning the de-
finition of particular DegDeps later-on at the instantiatio a specific service
scenario, each refinement step should have the possilulagily also ex-
press the cases of the (non-refined) steps preceding indiaalternatively,
for I/RA applied to a specific service scenario it should bsilggpossible
to mix degradation dependencies defined using differenp Ml design re-
finement steps. So, for each degradation dependency priesargpecific
scenario it should be possible to use the most refined DegbBpnras nec-
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Figure 4.53: Refinement dependencies between the impact dependency mo-
dels of the different steps for the iterated design (IAFwWARp

essary to define it in appropriate granularity/accuracy,douthe other hand
it should also be possible to use the least complex (leastefinotion of
DegDep necessary independent from the choice of notiontfear @legrada-
tion dependencies in the scenario.

Fig. 4.53 illustrates the dependencies of this iteratedgdef®or impact de-
pendency models (step IAFwWAppr.2 of Fig. 4.50), and so garesverview
of the different impact dependency models developed in dHewing sec-

tions Sect. 4.3.2-4.3.10. Basically, in the figure, the memtonvention
as explained above, i.e., BIDepMod(X) for BIFw(X) and SIg(X)

for SIFw(X), are utilized. However, as the different desgfeps, at least
for SI dependency models are based on each other, that iscgihd de-
sign steps reuse (parts of) the design of preceding steps;aihcrete val-
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ues for the design index variable X can be in a short form (Binp with
X € {Sv, Svinst, Fcty, Fetylnst, QoX, QoX Inst, Coop, DynOT'} corre-
sponding to the respective framework design step SIAFw(@D))n a long,
more elaborated form, mostly for referencing the reusedcgaing design
steps explicitly: First, SI dependency model design stepserned only with
degradation subject specification (Sect. 4.3.4-4.3.8),imrtheir long form
designated as SIDepMod(Subj:X) (instead only SIDepMoji{Xdh concrete
X, marking them explicitly as related to subject specifigati E.g., SIDep-
Mod(Subj:Sv) is the long form of SIDepMod(Sv), and SIDepN®dbj:Fcty)
the one of SIDepMod(Fcty). So, all these subject designsstep be sub-
sumed as whole by SIDepMod(Subj:X) with unbound variabldREuse of
the specification means of SIDepMod(Subj:X) in general dhwispecific X
can so in following design steps be referenced in the long foirthe SIDep-
Mod(.) index designation, e.g., SIDepMod(QoX) has as etaiied, long form
SIDepMod(QoX/Subj:X), to indicate the general or speciéiage of SIDep-
Mod(Subj:X) in general or for a specific X (e.g., X=Sv, SIDepi{Subj:Sv)
or X=Fcty, SIDepMod(Subj:Fcty)) to specify degradatiomjgets. Reuse of
preceding design steps takes place also among the SIDe@MiojdX) steps,
namely in case of the modeled instantiation of a precedirsipdestep (see
4.3.7). This particular specification reuse is indicate@byrther elaboration
of the long index designation: For instance, the full longperated form of
SIDepMod(Fctyinst) is SIDepMod(Subj:Fcty/Inst), to marks the instanti-
ated design of SIDepMod(Subj:Fcty). This notation allowexplicitly des-
ignate the reuse of subject instantiation design step$ @éheral or specific
X), e.g., in SIDepMod(QoXInst/Subj:X/Inst) as the elaldedy long form of
SIDepMod(QoXInst), which can only reuse SIDepMod(Suljxt), not the
more general SIDepMod(Subj:X).

4.3.2 SlDepMod(Gen) and BIDepMod(Gen):
Generic Sl and Bl dependency models

Here generic, abstract base classes for all following desigps of impact
dependency models are introduced. That is, these classassad as ba-
sis for further refinement in the following sections. Thigrgwises abstract
classes for the particular types of degradations as webssaxt classes for
the respective degradation dependencies between theddégres (compare
Fig. 4.13 on p. 148).

The abstract base classes for S| dependency model designkeemed un-
der the generic dependency model SIDepMod(Gen), while is&ract base
classes for Bl dependency model design are subsumed uredgenteric de-
pendency model BIDepMod(Gen). These dependency modelactmally

derived from a fully generic top base dependency model IDag{Gen).

IDepMod(Gen) consists only of one generic class represgregradation
and one association class for representing the respedgm@diation depen-
dencies. Fig. 4.54 illustrates the abstract top base ddssedegradation
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soyrce target
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Degradation
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Figure 4.54: Abstract top base classes for degradations and degradigion
pendencies in general: IDepMod(Gen)
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Degradation
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Figure 4.55: Abstract base classes for degradations and degradati@m-dep
dencies related to SIA, as the constituents of SIDepMod)Gen
refinement of Fig. 4.54

and degradation dependencies as parts of IDepMod(TopjtiRems on the
multiplicity for source and target degradations are lefemmere, allowing
multiple source and targets in general for a single degi@udependency.

Based on this, Fig. 4.55 further derives abstract baseeddes degradations
and degradation dependencies related to SIA. Types of datpas related
to SIA areresource degradatiomnd service degradation Moreover, the
degradation dependencies between these types of degralatis far as re-
lated to SIA - are generally subdivided insource-to-resource degradation
dependenciesesource-to-service degradation dependencesiservice-to-
service degradation dependenci{esmpare Fig. 4.13 on p. 148).

Similarly as done for SIA, Fig. 4.56 further derives abdttaase classes for
degradations and corresponding degradation dependemtatsd to BIA.
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Degradation
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soyrce target
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Degradation Degradation
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Degradation
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Figure 4.56: Abstract base classes for degradations and degradati@m-dep
dencies related to BIA, as the constituents of BIDepMod(zen
refinement of Fig. 4.54

The types of degradations related to BIA aeevice degradationss well as
business degradationdhere are only two types of corresponding degrada-
tion dependencies related to BIA, namsbrvice-to-business degradation de-
pendenciesind business-to-business degradation depender{eigsin com-
pare Fig. 4.13 on p. 148).

To provide a summary, Table 4.5 gives an overview of the didian depen-
dency specification by the above discussed generic depeyderdels, i.e.,
IDepMod(Gen), SIDepMod(Gen), BIDepMod(Gen),

All further refinements of the generic base classes intredabove, for SIA
as well as for BIA, will be concerned with their particulaesggfication of the
specific information details of degradations, which wereadly identified in
Sect. 4.2.2.1 (see Fig. 4.7 on p. 135).
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IDepMod(Gen):

types of
dependent degradation

described generically by an abstract base cl

ASS;

sno explicit definition of specific
information parts of a degradation
(degradation scope = subject + manner,
degradation value accuracy, degradation tim

e);

associations of
dependent degradation

totally generic;

smultiplicities left open;

definition of additional

dependency constraints

none

D

SIDepMod(Gen):

types of
dependent degradation

described generically by abstract classes
sfor resource and service degradations;

no explicit definition of specific
information parts of a degradation;

associations of
dependent degradation

generically classified as resource-to-resourg
sresource-to-service, or service-to-service;

€,

multiplicities left open;

definition of additional

dependency constraints

none

D

BIDepMod(Gen):

types of
dependent degradation

described generically by an abstract class
sfor business degradations;

no explicit definition of specific
information parts of a degradation;

associations of
dependent degradation

generically classified as service-to-business
sor business-to-business;

multiplicities left open;

definition of additional

dependency constraints

none

D.

Table 4.5: Overview of DegDep specification with IDepMod(Gen), SIDep-
Mod(Gen), and BIDepMod(Gen) (compare Fig. 4.54-4.56)

4.3.3 BlDepMod(Char): Bl dependency model using
business degradation metrics

Here the abstract, generic Bl dependency model BIDepMad)G#roduced
in the previous section, is refined to BIDepMod(Char) in otdgrovide a Bl
dependency model which can actually be instantiated foeeiip scenario.

BIDepMod(Char) is designed to be compatible with the abstgeneric Sl
dependency model SIDepMod(Gen) also introduced prewoubslowever
BIDepMod(Char) will be actually also compatible, i.e., apgble together,

with any refinement of Sl

DepMod(Gen) (Sect. 4.3.4 to 4.3.10)

As the general purpose of I/RA is to evaluate and rate busidegradations
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in order to recommend appropriate recovery alternativé®epMod(Char)
as a particular Bl dependency model which can be instadtitea real-
world scenario, is discussed here before discussing pkati&l dependency
models.

In general business impact entailed by resource degradatiay comprise a
set of different business degradations of different type.

In order to remind - each of the business degradations isecoad with a
specific financial or reputational factor influencing theibass. Different
business degradations may be caused by the same or differeite degra-
dations, which in turn may be caused by the same or diffeesuurce degra-
dations.

In any case SLA penalty costs are considered as a standarghkxtor busi-
ness degradations (requirement R3.1), as these penakiedready defined
and described in a formal and measurable manner. Moredw&rpuld be
also possible to integrate any further resulting finan@galitational impact
on the business entailed by resource degradations as soch@fkbusiness
degradation (requirement R3.3). The only restriction eoning R3.3 is that
these further business degradations and their dependdrmie resource/ser-
vice degradations are formalizable and measurable in dagsimay as SLA
penalty costs. As they mostly represent financial impaely thay be mea-
sured in money or any other appropriate unit. Often they nmy @present
some kind of estimation, e.g., for revenue loss resultiogifan interruption
of a dynamically subscribed service. For such kind of edimna additional
information, such as the current and estimated future sensage (e.g., of a
dynamically subscribed service), has to be used (requimteR&.2), if neces-
sary.

BIDepMod(Char) provides a generic way to specify any typeboginess

degradation, in a unique and consistent formalization. d&uaally it is the

task of the service provider to specify these formalizagjdrecause only he
has the complete knowledge about all potential busineseadatjons and
their dependence on his resources and services.

I/R analysis in general has also to take into account patlergcovery costs
(requirement R4.2). Based on this requirement, in Sect34.®n p. 158, po-
tential recovery costs were identified as a specific kind efress degradation
(so-called Type Il business degradations). Of course, éiheyecessary only
for describing post-recovery impact, not pre-recoveryastp That is, they
are only taken into account in the recovery analysis peréariater on, after
the (pre-recovery) impact analysis.

Concluding, a Bl dependency model being usable for actgsiriation to a
concrete scenario (as BIDepMod(Char)) should be able terc8\/A penalty
costs, any further (measurable or estimable) businesadaton types, espe-
cially potential recovery costs.

Fig. 4.57 presents the classes used for the specificationegfadations
and corresponding degradation dependencies by BIDepMuadjCcompare
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Fig. 4.56), which are discussed in the following. In orderctonply with

Service Business
Degradation Degradation
* Char Business
source ) i ;
Business described by» Degradation
Degradation Characteristic
T I
e
.g. % : N
SLA penalty for soyree | ¢ g a function Qf
. . 9 time/duration;
violating a overall

specific aggregated
; t least
SLA constraint i a
f ; SLA penalties for each type of
of a service of one or ; )
; ; X business degradation
functionality multiple
P ) a separate
for a specific services h i
customer : characteristic:
B
| [ 1 I e.d.
Individual Char| Aggregated Char SLA violation costs,
Business Business customer satisfaction,
Degradation Degradation potential revenue loss
* *
target target
causesp» causes»
T ;
| | expression
| - L - is e.g.
| Business Degradation sum, max, min
Aggregation Dependency or even
: aggregation expression |— - more complex
|
. v
ServiceToBusiness BusinessToBusiness
Degradation Degradation
Dependency Dependency

Figure 4.57: Individual and aggregated business degradations dedcoijpe
business degradation characteristics, as the consttuat
BIDepMod(Char), refinement of Fig. 4.56

business
the above discussed requirements, the specification afidgsidegradationsdegradation

and related degradation dependencies with BIDepMod(Ciiemys for the specification
definition of all above discussed types of business degradat

Each type of business degradation defined with BIDepMod(QBgartic- business
ularly described by a so-calldslisiness degradation characteristic (BDgrdegradation
Char) or business degradation metrié@ business degradation characteristigharacteristics
is an appropriately declared and defined function of timeuration, which

particularly specifies the business degradation over tmesformal manner.

A business degradation characteristic comprises an apatepunction sig-

nature (or function declaration, such ésration — costs), and a corre-

sponding function definition (composed of time/value paismplying to this

signature.

Such a formal functional specification can be later on durgegvery analysis
used directly for rating/prioritizing the determined mess degradation (and
indirectly their originally entailing resource degradets), depending on the
elapsed degradation duration. That is why this formal fiometl specification
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by business degradation characteristics is a vital keypfdot an appropriate
and accurate recovery alternative recommendation.

For the standard example of business degradations, i.&.p8halty costs, the
business degradation characteristic can normally dyrdxel extracted from
the SLA, which was agreed upon between the customer anddatovi

The concept of a business degradation characteristic igasito the con-

cept of a Key Risk Indicator (KRI) in financial risk analysge€é Sect. 3.5.3).
Potentially business degradation characteristics maylssdirectly derived
from existing definitions of KRIs.

BIDepMod(Char) introduces two separate kinds of busineggatiations:
so-calledindividual business degradationshich are being directly entailed
from respective service degradations, as welhggregated business degra-
dations which are a combination of some more basic business ddgrasga
(individual ones or aggregated ones).

In the case of SLA penalty costs, e.g., the individual SLAglees (concern-
ing specific violations of QoS parameter constraints) &ddrom particular
service degradations can be aggregated to the sum of all ®hAlfy costs
for a whole service, or even to the sum of all SLA penaltiesafbservices.

Using these newly introduced terms in BIDepMod(Char),vidlial business
degradations are derived by using service-to-businesadatijon dependen-
cies, while aggregated business degradations are derwadihg business-
to-business degradations. (compare also Fig. 4.56).

In the following the specification of both kinds of degradatdependencies
is treated: For service-to-business degradation depereerine dependent
individual business degradations, and the dependenceeosetivice degra-
dations entailing them have to be specified. This is not @eompletely
here for all types of business degradations. But for the cA&L A viola-
tion costs, a proposal can be given here: e.g., in terms of &n&traints and
SLA penalty definitions for the respective SLA violation tdn general, the
mapping of (top-most) service degradations (i.e., desdrily classes, instan-
tiations, or template instantiations as a specificationsgtaof instantiations)
to some sort obusiness degradation characteristic calculation algiomnit(or
business degradation characteristic expres¥ibas to be specified. More
specifically, this algorithm or expression is used for cklting the particu-
lar business degradation characteristic (as a functiomu/tluration) of the
individual business degradation entailed by previoustgiheined (top-most)
service degradations. In a simple case it may be assumedhthaurrent
state of a service degradation in question stays withoutgddwithout re-
covery), and the entailed business degradation descripadunction of time
(business degradation characteristic) can be directlgifspe by the business
degradation characteristic expression. In a more compie,¢.e., the service
degradation specification comprising itself some infoioraabout changing
temporal course of its degradation values (e.g., QoR/Qd8awalues, spec-
ified as a function of time), the business degradation cheniatic calculation
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algorithm has to accurately transform this informatiomirthe service degra-
dation into the corresponding business degradation ctegistic.

For business-to-business degradation dependenciesjsmebs degradationsbusiness-to-
to be combined, as well as an appropriatisiness degradation characteristidusiness
aggregation expressiofor business degradation characteristic aggregatiogegradation
algorithm) referencing the business degradations to be combinedohias tdependencies
specified, e.g., as a simple case the expressionof|.).

Table 4.6 summarizes the details of the DegDep specificatitin BIDep-
Mod(Char). Moreover, Table 6.13 on p. 380 in Appendix A idioes a
set-theoretic, formal notation for degradations and d#agran dependencies
of BIDepMod(Char).

BIDepMod(Char):
types of business degradations described by
dependent degradationsspecific business degradation characteristics
(as functions of time/duration);
associations of firstly, generic specification of dependencies
dependent degradationsfrom service degradations to
individual business degradations, i.e., to their
specific business degradation characteristics
(multiplicities left open);
secondly, aggregation dependencies among
business degradations;
definition of additional | aggregation expression/algorithm in the case of
dependency constraints:business-to-business degradation dependencies;

Table 4.6: Overview of DegDep specification for BIDepMod(Char) (com-
pare Fig. 4.57)

In the example situatio®xSit1 of Sect. 4.2.2.1 (illustrated in Fig. 4.6 orexample
p. 131, and detailed in Table 4.3 on p. 136) various indiMitluainess degra-

dations were discussed, namety_1, gr2—1, Gr2—2-1, gr2—2—2: All of them

are SLA violation costs, each one specified as a functiomud ta so-called

service level penalty (slp) function. So, the slp functidneach business
degradation represents the business degradation chiéstctesed to specify

the business degradation in detail.

Actually these service level penalty functions were alyeaktkrived in
Sect. 2.3.4 from the actual QoS values of affected QoS pdeasy¢he corre-
sponding SLA constraints and SLA penalty definitions. BHa.the deriva-
tion of slpmais(t) (business degradation characteristiggf ;) the degraded
avg. mail sending delay value 6fmin, and the corresponding SLA constraint
sla_cnstry.gz and the SLA penalty definitiosla_pnlty.,..i3 were used.

An example for an aggregated business degradation is thesgm ,_; and
Jr2—2_2, describing the overall service level penalties causecbyotiginal
resource degradatigp for the web hosting service, denoted - in the fol-
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lowing. The service level penalty function fgf_, (as its business degrada-
tion characteristic) can be specifically defined as the sutheogervice level
penalty functions of,;_>_1 andgys_o_s.

As seen from the example, the general téumsiness degradation character-
istic introduced here is only a generalization of the specific t8trA penalty
function(slp) used for SLA violation costs.

The classes of BIDepMod(Char) (in Fig. 4.57) are to be carsd as meta
classes (e.g., Business Degradation Char). Their (mettgrines are classes
themselves, defined for a specific service scenario, andnwiawe actual
instances themselves. Especially the meta instances onh¢e classusi-
ness degradation characteristare specific business degradation character-
istic types defined for a concrete scenario. Each such assithegradation
characteristic type corresponds to a declaration of a iomctf time/duration.

Its specific instances are actual definitions of functionsnoé with concrete
values.

In the following sections (Sect. 4.3.4-4.3.10) S| impagbeledency models
are devised, which can actually be instantiated for coe@e¢narios and can
be used in combination with BIDepMod(Char).

4.3.4 SIDepMod(Subj:Sv): S| dependency model
with degradation dependencies of services

Here, a first possibility for the concrete specification oBdependency mo-
del is introduced, namely the SI dependency model SIDepBlali{Sv) or
SIDepMod(Sv) in short. SIDepMod(Sv) corresponds to thecldorm of Sl
dependency model used and realized in today’s industryystecconcerned
with SIA, and is therefore introduced here first. All follavg S| dependency
models (Sect. 4.3.5 to 4.3.10) can be regarded conceptuallystructurally,
i.e., concerning class structure) as refinements of SIDel{S\0.

For the specification of degradation dependencies in SIze{§8V), only de-
pendencies between resources and/or (whole) serviceoasedered. That
is, the dependent degradations of SIDepMod(Sv) are agt(ratinly) deter-
mined by their degradation subjects, which are in a coaraeed manner
only to be specified as the degraded resources or the degfatietk) ser-
vices. Consequently, aspects such as degradation maegeadation value
accuracy, degradation time (compare Fig. 4.7 on p. 135) arexplicitly

specified and so actually neglected in SIDepMod(Sv).

The following simple example provides a motivation for theewf SIDep-
Mod(Sv): In example scenario of Sect. 2.3 a degradation®XNS server
(raus.sv1) €Ntails a degradation of the DNS servieg,(), which is based on
this resource. In turn, the latter degradation entail$@nrtiegradations of the
dependent services,.;; ands..,, Which both use,,s as subservice (compare
Fig. 2.8 and Fig. 2.6 in Sect. 2.3).
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As seen from this example, dependencies of services onrstiteseare taken subservice
into account for SIDepMod(Sv). Subservices may be providrnal or dependencies
provider-external. So, the meeting of the requirement Riuinber of provi-

der domains) is basically approached.

As the specification of degradation dependencies with SURe({Sv) is only limitations of
concerned with degradation subjects (here only roughlgipd as resources SIDepMod(Sv)
or services), this specification has many limitations: Marigrmation parts

(see Fig. 4.7 on p. 135) of a degradation are not (explictthxered - as will

be discussed below. But, even the subject specificationlis\vany basic.

For many appropriate applications various refinements isf gpecification

are necessary, which will be covered in the next sectionst(8e3.5-4.3.7).

Here only the basic case, i.e., resources and whole sericesbjects, are

treated.

In order to allow an appropriate refinement of the subjectifipation later generic

on in the following sections, the following approach is takEgirst, the speci- approach for
fication of degradations and degradation dependencieshyniyeans of the degradation
respective degradation subjects is discussed on a gersial bnd a genericsubject _
subject-induced Sl dependency model, termed SIDepMog)SubSIDep- dependencies
Mod(Subj:X) with variable subject specification method X, introduced.

Second, this generic dependency model SIDepMod(SubjiK¥tantiated for

the case of simple subject specification, i.e., resourcesmices, expressed

by setting X=Sv and yielding SIDepMod(Subj:Sv). In the éoling sections

(Sect. 4.3.5-4.3.7) further instantiations of SIDepMad{SX) will be made.

So, degradation dependencies derived from degradatigactalependencies
in general are discussed first: Fig. 4.58 presents the ahsgeneric classes
used for the specification of degradations and correspgratgradation de-
pendencies by SIDepMod(Subj) in general (compare Fig.)4.55

Degradations are primarily specified by their degradatidrjext. Based on specification of
this, degradation dependencies are specified only as depeird between degradation
the degradation subjectddgradation subject dependendieany further in- dependencies
formation part for degradation specification (see Fig. 47p0135) is not by subject
covered at all - as far as degradation dependencies areroedcéut degra- dependencies
dations itself may be in addition to the degradation subjedmary part of

specification) further described by additional informatid his additional in-

formation may cover the missing degradation specificatiannsp(other than

degradation subject), e.g., mainly degradation time. Buthase others in-

formation parts are not taken into account for the respea®pendencies

explicitly, they can only be determined or derived as beiggat for source

and target of a degradation. This makes mostly sense onlgiegradation

time, less for e.g., degradation manner (“which QoX paranseif the subject

are affected?”), as different subjects most often havéendtsQoX parameters

sets. But even, for degradation time, only the very basiatigship, i.e.,

“source degradation time is equal to target degradatiortimexpressible.

Complex temporal relationships are not expressible.
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dation dependencies only described by dependencies of thei
subjects, as the constituents of SIDepMod(Subj), refin¢mien

Figure 4.58: Degradations primarily described by their subjects andaleg
Fig. 4.55
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Fig. 4.59 extends the abstract class structure of Fig. ©5&der to pro- instantiation of
vide a template for actually instantiating SIDepMod(Sukith a particular abstract SIDep-
specification for degradation subjects, designated as@ldd(Subj:X). The Mod(Subj)
variable X denotes an actual particular degradation stibpsxification type.

That is, here degradation subjects and their respectivadation subject de-

Degradation ) ) Degradation
(Subj) described primary by» Subject
Degradation T . . Degradation
(Subj:X) described primary by» Subject (X)
* * * *
soyrce  target soyrce target
causes» specifies» has|dependency
' | to» |
Degradation Degradation !
Subject Subject

Specification (X)

|

|

|

|

|

«references, . I
«specifies| 1

I

n

|
|
|
: Specification (X) Dependency
|
|
|
|

A utilizes
Degradation . Degradatio
Dependency (Subj:X) described only by» Subject
Dependency (X)
Degradation described only by» Degradation
Dependency (Subj) Subject
Dependency

Figure 4.59: Template for a particular refinement of SIDepMod(Subj), re-
finement of Fig. 4.58

pendencies are specified by particular inter-mediate Sp&ioons (denoted
by X). For instance, one such specification is introducedhi fbllowing
for the case of subject described only as resources/seniiee, the X of
SIDepMod(Subj:X) will be instantiated with X=Sv. Other nearefined sub-
ject (dependency) specification types will be treated ifollewing sections
(Sect. 4.3.5-4.3.7).

Concluding the generic subject-induced S| dependency moda-
ble 4.7 summarizes the details of the DegDep specificatidgh ®IDep-
Mod(Subj)/SIDepMod(Subj:X), i.e., the DegDep specificatby using only
degradation subjects and their respective dependenciegpére Table 4.5 on
p. 223).

In the following, a specific instantiation of the abstracD§bMod(Subj) SIDepMod(Sv)
is made with X=Sv, i.e., the actual SI dependency model SIDeps instantiation
Mod(Subj:Sv)=SIDepMod(Sv) is presented. Fig. 4.60 preséme classes of SIDep-
used for the specification of degradation subjects and datjcm subject de- Mod(Subj)
pendencies by SIDepMod(Subj:Sv) as a particular case (tin@est one) to

instantiate SIDepMod(Subj) (compare Fig. 4.58 and Fig94above). As

already mentioned above - the degradation subjects ardfisdegither by

resource classes or service classes only, with no furtfieereent.
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SIDepMod(Subj:X), with subject specification type X:

types of degradations described mainly by their degradation stgjec
dependent | (specified with somsubject specification type X),
degradations; secondly described by additional information

(other than the subject, e.g., degradation time),
which is not considered explicitly for dependencies,
and so is ignored or at best only considered/derived
to be equal for dependent degradations;

associations | degradation dependencies totally determined/derived
of dependent| by the dependencies of their respective

degradations} degradation subjects;

— for dependency specification, most information parts
of a degradation (e.g., degradation manner,
degradation value accuracy) are not expressible,

or only in a very primitive way (e.g., degradation time)
as additional information (see above);

multiplicities left open;

definition of | none;

additional especially complex relationship of

dependency | additional information parts (other than subject) of retat
constraints: | degradations cannot be expressed

(being ignored or only considered to be equal);

Table 4.7: Overview of DegDep specification for SIDepMod(Subj:X) with
generic degradation subjects of type X (compare Fig. 4.58)4

No further refinement, or subdivision into e.g., servicdaanses of distinct
customers/users, or into particular service functioraivf a service, or even
a differentiation of service functionality parameter \&dus performed here
(will be addressed in Sect. 4.3.5-4.3.7).

But as discussed above and valid for any subject-inducechdation depen-
dency specification (SIDepMod(Subj)), no complex timetieleships are ex-
pressible. The only simple temporal relationship beingesgible or deriv-
able is “source degradation time/duration is equal to tadggradation time/-
duration”. Furthermore, also valid for any subject-indilickegradation de-
pendency specification, no degradation manner, degradadioe accuracy,
or even dynamics in/over time are taken into account (willcbgered in

Sect. 4.3.8-4.3.10).

Table 4.8 summarizes the details of the DegDep specificatitn SIDep-
Mod(Subj:Sv) as the basic possibility to actually instatgiSIDepMod(Subj)
(compare Table 4.7). Moreover, Table 6.2 on p. 370 in AppeAdntroduces
a corresponding, set-theoretic, formal notation for deégtians and degrada-
tion dependencies of SIDepMod(Subj:Sv).

Following the discussion of the example situationSit1 from Sect. 4.2.2.1
(illustrated in Fig. 4.6 on p. 131, as well as Fig. 4.12 on p6,14nd de-
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Degradation Subject
Specification (Sv)

soyrce target

T L ]

Degradation Subject
Dependency Specification (Sv)
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dependency to»
———————— 1
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|
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* * * * * * |
soyrce target source target sodrce target :
has dependency has dependenc ency |
to>: tor : to»| |
|
ResourceTo ResourceTo ServiceTo :
Resource Service Service |
Dependency Dependency Dependency| |
Specification Specification Specification :
|
|

Figure 4.60: SIDepMod(Subj:Sv), refining Fig. 4.59 with X=Sv

tailed in Table 4.3 on p. 136) is continued regarding SIDed{&uibj:Sv).
For ExSitl some resource degradations and service degradationsmiere i
duced, namely, 1, g1, g2, @S Well asy,1_1, gs1-2, gso—1, gso—o. If @ll these
degradations and their corresponding dependencies (ged.ER) are spec-
ified by using SIDepMod(Subj:Sv), this results in the follogyexamples of
degradation specification and degradation dependencifispgon: E.g.,g,1

is described only as a degradation of resoutgg (7vtirs, "rsw.2)s gsa—2 IS
described only as a degradations@f;,. Examples of degradation dependen-
cies utilized for SIA ofExSit]l are €.9.7qns.sv1 — Sans (US€d for SIA ofg,.1,)
OF Taps sv1 (Path € PathListAf§ — sgore (USed for SIA 0fg,s), Sans — Smail
(also used for SIA ofj,13).

But many information parts of the resource/service dedranlaf ExSit
(compare Table 4.3 on p. 136) are neglected by using only ®IDe
Mod(Subj:Sv):

e no consideration of service instances (different custefmsers), i.e., in-
stances of a service class, i.e., no specification of affacsers; e.g., the
particular affected user groups @f_1 Or gso_o.

e no consideration of service/functionality access paramsegfrefinement
of class instantiation); e.qg., far., the actually affected part of the AFS
filesystem is not specified.

e no consideration of multiple service functionalities (nefnent of ser-
vice class); e.g., foy,;_; the specific functionalityf,,, .1 /use/senda 1S NOL
specified.
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SIDepMod(Subj:Sv) = SIDepMod(Subj:X) with X=Sv
with resources and (total) services as subjects

types of degradations described mainly by their respective
dependent degradation subjects, which are considered to|be
degradations: | resources or (total) services,

secondly described by additional information
(other than the subject, compare Table 4.7);
associations of degradation dependencies fully

dependent determined/derived by the dependencies of
degradations: | their respective degradation subjects (see aboye);
multiplicities left open;
additional none

dependency
constraints:

Table 4.8: Overview of DegDep specification for SIDepMod(Subj:Sv)rtco
pare Table 4.7 with X=Sv, and Fig. 4.60)

e no consideration of specific QOR/QoS, only full or no degtexa i.e.,
not which QoX parameter set and not at all its specific QoX imetdue
range; e.g., fow,; the affected QoR parameter link utilization and its
concrete value specificatian 60% (permanently in affected time inter-
val) is neglected.

e no consideration of cooperation patterns of dependentdatjon (sub-
jects), i.e., no consideration of performance redunddoagi{balancing;
e.g., load-balancing ofy,s 1 andrqus_svo.

e no consideration of temporal change of degradation depminete or
some of their defining aspects (dynamics over time); e.gundancy
switching on failure.

relationship to Concluding, it can be said that SIDepMod(Subj:Sv) is a vergidpossibility

currentrelated  for degradation dependency specification only. Neverfiselg was intro-

work duced as a basis, because it is the de-facto practice dtiimd realized in
today’s industry products for performing SIA. Even more g, most of
today’s service models are concerned only with this typeegfrddation de-
pendencies and mostly neglect further degradation deBuilsfor appropriate
I/R analysis - concerning granularity and accuracy - theggatted degrada
tion details are often vital.

The aspects covered by the extensions of following seci{Sest. 4.3.5 to
4.3.10) are almost anywhere in today’s products missingpooptimally in-
tegrated with each other. An exception to this are simpleepts for coop-
eration patterns (compare SIDepMod(Coop) of Sect. 4.8.9), using very
simple weighting mechanisms (by percent values) for surgragjmultiple
source degradations, i.e., not accurate for e.g., expigggsore complex co-
operation patterns, or dynamics over time of dependencies.
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In the following sections (Sect. 4.3.5 to 4.3.7) refinedraliives for instan-
tiating SIDepMod(Subj:X), each by taking into account fnt details, are
treated (concerning the requirements R1.2 and R1.3). baten Sect. 4.3.8-
4.3.10, degradation specification information parts otikan degradation
subject are covered.

4.3.5 SIDepMod(Subj:Svinst): Sl dependency model
with degradation dependencies of service in-
stances

In this section, a refined S| dependency model SIDepMod{Sulyjst) (or
SIDepMod(Svinst) in short) is discussed, which takes itmwant individual
service instances for particular customer/user (groufa)service.

The consideration of service instances, i.e., differestamers/users of a ser-

vice, is demanded by the requirement R1.2 (granularity nfise/functional-

ity definition), as far as this distinction is necessary foewate I/R analysis.
Examples for such a differentiation of service instancedlae following: In examples
general, in the example scenario of Sect. 2.3, there argtleeg(subject) de-
pendencies of the mail Servieg in vz, — fmail /use/recy (f€CEIVEre LRZ) or
Tmailinstudlmu — [mail /use/recv (TECEIVEre LMU U stud. In the case of the spe-

cific example situatiorExSit1, there are the particular affected user groups
GrpMail and GrpWeb of the service degradationg,_; or g.»_» (see Ta-

ble 4.3 on p. 136).

SIDepMod(Subj:Sv) is actually designed as a refinement DeMod(Sv) refinement of
(see Fig. 4.60 in previous section). It represents an ate refined way SiDepMod(Sv)
to specify degradation subjects. Thus, basically it alstaintiates the ab-

stract dependency model SIDepMod(Subj:X) for specifyiegrddation de-

pendencies via subject dependencies (see previous Seatidiis case with

X=Svinst. Fig. 4.61 presents the classes used for the spE®@in of degra-

dations and degradation dependencies by SIDepMod(Subg$as a pos-

sibility to instantiate SIDepMod(Subj:X) (compare the @ast models of

Fig. 4.58 and Fig. 4.59, as well as the specific model of FEO}X.

SIDepMod(Subj:Svinst) refines SIDepMod(Subj:Sv) in théoleing way:
The service specification class is refined into two subctasseomplete ser-
vice specification covering a service as whole, and serviseance specifi-
cation which pertains to a complete service specificatinraddition to that,
the service instance specification subclass contains abuatt determining
its particular customer/user or group of customers/users.

Consequently, degradation dependencies for specific ro@stoser (groups) example
can be specified with SIDepMod(Subj:Svinst), e.g., the ddprcies of the application
mail service scenario mentioned above:

Fmailindrz — Jmail juse/recy (TECEIVETE LRZ) @s well as

Tmailin_studlmu — fn’lail/use/recv(receiverE LMU U StUCD.

From such specified dependencies the specific user growupeaffey a service
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Degradation Subject
Specification (Svinst)

soyrce target

has| dependgncy
tor lm

i
|
|

Resource Service :
Specification Specification |

|

|

source target source target soyrce target Complete Service |
Service Instance |

has has has Specification |Specification |
dependency  dependency  dependency customer |
tor tor tor |

I I I 1 :
ResourceTo ResourceTo ServiceTo < pertains to * |
Resource Service Service |
Dependency | | Dependency Dependency :
Specification | | Specification Specification |

|

I

e J

Degradation Subject
Dependency Specification (Svinst

Figure 4.61: SIDepMod(Subj:Svinst), refining Fig. 4.59 with X=Svinsg-r
fining Fig. 4.60

SIDepMod(Subj:Svinst) = SIDepMod(Subj:X) with X=SvInst
with resources and service instances as subjects

types of degradations described mainly by their respective
dependent degradation subjects, which are considered to|be
degradations: | resources or service instances,

secondly described by additional information
(other than the subject, compare Table 4.7);
associations of degradation dependencies fully

dependent determined/derived by the dependencies of
degradations: | their respective degradation subjects (see aboye);
multiplicities left open;
additional none

dependency
constraints:

Table 4.9: Overview of DegDep specification for SIDepMod(Subj:Sv)jnst
(compare Table 4.7 with X=Svinst, and Fig. 4.61)
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degradation, e.g., user grotfppM ail for degradatiory,,_; in ExzSitl, can
be derived.

Table 4.9 summarizes the details of the DegDep specificatitm SIDep-
Mod(Subj:Svinst), being an instantiation of SIDepMod(BulCorrespond-
ingly, Table 6.3 on p. 370 in Appendix A introduces a set-tk&o, for-
mal notation for degradations and degradation dependerafieSIDep-
Mod(Subj:Svinst).

Limitations concerning subject-only degradation depecgemodel (see limitations
previous section) also hold for SIDepMod(Subj:Svinst). rbtver, the
granularity of service/functionality specification (réeument R1.2) is still

only weakly covered. In the next section another refineméngl®ep-
Mod(Subj:Sv), i.e., a refinement of the service specificatimmely the sub-

division of service functionalities of a service, is tretdn Sect. 4.3.7 this

other refinement is further extended to treat so-calledtfanality instanti-

ations, a concept which will also subsume the specificatmssibilities of
SIDepMod(Subj:Svinst), i.e., taking into account parf@écicustomers/users

or groups of them.

4.3.6 SIDepMod(Subj:Fcty): Sl dependency model
with degradation dependencies of functionali-
ties

Here the Sl dependency model, SIDepMod(Subj:Fcty) (oreterSIDep-
Mod(Fcty)), is introduced which refines the notion of a seevinto its par-
ticular (service) functionalities. That is the subjectafieation described as
resource or service of SIDepMod(Subj:Sv) (Sect. 4.3.4y@rarefined, but
concerning another aspect as for SIDepMod(Subj:Svinstt(2.3.5).

Using only (sub)services as a whole for the specificationegirddation sub-
jects is often too general and not specific enough for thequawf degra-
dation dependency specification. For example, in the examgiil service example
of Sect. 2.3 mostly specific single functionalities are dejdeg on specific
resources or specific single functionalities of subsessieeg., i —
fmail/use/recv or fip/use/load_balance - fweb/use/apage- In partiCU|arl €.g., the
degradation subject of the service degradatjgn; (originally entailed by
resource degradations;nd g,1,) of the example situatio'zSit1 (Fig. 4.6
on p. 131) is affecting only the mail sending functionalfty, /use/senda (high
mail sending delay) and not the whole mail service. For exanthe mail
receiving functionality is not affected by,; _; (and its originally entailing
resource degradations).

The refinement of service specifications as a whole to pdati¢dunctionali-
tiesis related to the requirements R1.2 (granularity o€fiomality definition)
and R1.3 (service view/resource view consideration).

Requirement R1.2 demands for an enough detailed speaficafiservice
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(functionality), mainly in order to specify the correspamgidegradation de-
pendencies in an enough detailed manner, and so in ordetdardee the
service degradations as precisely as needed. That is wheriergl not
(sub)services (i.e., the overall functionality of a (sw@oysce) are taken as the
subject of dependent degradations, but instead the diffesezvice functional-
ities of the respective services are considered as thetslgkthe dependent
degradations. Expressing this fact with the notion of degtian subject de-
pendencies (see Sect. 4.3.4), the specification of the depesubjects are
refined.

Nevertheless, this subdivision into particular functidres will also subsume
the general case, of a whole service being a degradatioactubg it will be
discussed below.

Similarly as for services, it is useful to allow also to refithe notion of re-
sources, as being the other general kind of service degoadatbjects. The
same resource may be used in different ways or aspects byiees@unctio-
nality), which may result in different refined degradati@pdndencies taking
into account these particular aspects. These ways or asjpely on a re-
source are called the differer@source usagesf the specific resource in the
following.

For one resource usage the resource may be degraded, wihieesame time
it may be not degraded for another one. For example, in thenpbeasce-
nario of Sect. 2.3 the mail server...;, has two different subject dependen-
cies to the two different functionalitief, i /use/mbox access (Us€r€ LRZ) and
fmail/use/recw i-e-srmailin - fmail/use/mbox_access(userE LRZ)

andrailin — fmail/use/recv-  With respect to degradation dependencies, this
e.g., means that the availability of,.;;, in general affects the availabil-
ity of both functionalities. But in facty,..i;. as whole resource is consist-
ing of subcomponents, e.g., processes running on this machspecially
one/multiple processes related specifically to mail rangivand one/multi-
ple processes related specifically to mail box access. i onk of these
two mentioned classes of processes becomes unavailableg dagradation
for single respective functionalities, eithgkai /use/mbox_access (US€r € LRZ) or
Jmail/use/recv, Will De affected concerning availability. In order to @ifenti-
ate these two types of partial unavailabilityQf.;;;,, two particular resource
USAQES mailin/mailrecv AN Trailin /mailbox_access C@N D€ introduced with corre-
sponding refined degradation dependencies to the respdanetionalities.
This example also illustrates that the subdivision intdedént resource us-
ages may correspond to the subdivision of a resource inttpteusubcom-
ponents. But the former subdivision is more abstract asljt oonsiders the
accessing/usage of the respective subcomponent(s) biydoalities and not
the whole structure of a resource concerning the (potént&rarchical or-
ganized) interdependencies of its subcomponents.

Similar as for services, the refinement of the resource natidl also allow
to express the general case of the whole resource being addgign subject
of service degradation.
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| ServiceDegradationSubject|

Resource Usage|_ «realizes»- | Functionality pertains to» Service

Figure 4.62: Refined kinds of service degradation subjects

Fig. 4.62 illustrates the refinement of the two general kioifdservice degra- refinement of
dation subjects (resources and services, compare Fig.of.56 221): The service
classserviceis replaced by the claservice functionalityand the classe- degradation
sourceis replaced by the classsource usageNevertheless, the refinemengubject

is mainly needed for functionalities, and so mainly doner&sources only

for completeness.

Whereas functionalities as integral part of their servieeragarded as being
directly and exclusively associated with the service, ues® (usages) are not
regarded as belonging exclusively to a service. The redsotiss are on the
one hand that resource (usages) of a service may be chanpedeplaced
without changing the service from the customer’s point efwiand on the
other hand that a single resource (usage) might be useddiaing multiple
independent services, so in fact it may not pertain to exacté service.

For each service at least one particular functionality iostuced, one which overall function-
covers the whole service, i.e., all other functionalitiésg so represents theality/resource
service as a whole. Similarly, for each resource, an oveeaburce usageusage

is introduced, which covers all other resource usages, andm@esents the

resource as a whole. Using these overall functionalitgliese usage the gen-

eral case of a whole service or a whole resource being a degyacgubject of

a service degradation can be expressed. So the new notiefiredd degra-

dation subjects is also able to subsume the general caseb at@ already

expressible with SIDepMod(Subj:Sv).

Concerning resources in the examples used in the followregnotion re-
source usage will often be neglected, i.e., an overall regousage per par-
ticular resource will be usually assumed only. This overedlource usage
will be normally designated by the particular resourceptresents, instead of
using the explicit term resource usage. The refinement mekeis mainly
useful for functionalities, and maybe used for resourcadas) if appropriate
for the specific service scenario.

Table 4.10 contains some examples for resources and faatities from the examples from
example scenario of Sect. 2.3 given in a short notation djr@aroduced in the example
Sect. 2.3. scenario

After generally introducing the notion of refined servicegmlation sub- instantiating
jects, the dependency model SIDepMod(Subj:Fcty) itséttiated. Similar as SIDep-
SIDepMod(Subj:Sv) of Sect. 4.3.4, SIDepMod(Subj:Fctyaiparticular in- Mod(Subj)
stantiation of SIDepMod(Subj:X) (see Sect. 4.3.4), withPéty. l.e., itis an

alternative for SIDepMod(Subj:Sv), and actually as alyeadlicated above,

it is also subsuming this one, by allowing overall servicectionalities and
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Examples of resources:
® Tdapsvi- LDAP server
e 7. 6. anetwork switch (compare to Fig. 2.9)

® Tiplink(Tsw_6 Tipaccess (Mdapsvi ) ). @n P link connecting the LDA
server to the network switch (compare to Fig. 2.9)

Examples of functionalities:
e f.: Overall functionality of the web hosting service
® fueb/use: USAge functionality of the web hosting service
® fuweb/memt: Management functionality of the web hosting service

®  fueb/use/apage/static . ACCESSING Of static web pages as a specific
functionality of the web hosting service

Table 4.10: Refined kinds of service degradation subjects from the el@mp
scenario in Sect. 2.3

Degradation Subject
Specification (Fcty)
JaN

source target
has
dependency to»
L ___
I
<« has top functionality
inherits «inherits
from» |, 1 11 |« from  Jo.1
Resource (Usage) (Service) Functionality — Service
Specification Specification " |Specification]

* * * * * * * . 1
soyrce target source target source target L_Pertains to»

depend¢ncy depend(%ncy depend(%ncy
tor tor tor

ResourceTo ResourceTo | |FunctionalityTo|
Resource Functionality Functionality
Dependency Dependency Dependency
Specification | | Specification Specification
[ I I

T .

Degradation Subject
Dependency Specification (Fcty)

|
|
|
|
|
|
|
|
|
|
|
|
has has has |
|
|
|
|
|
|
|
|
|
|
|
|

Figure 4.63: SIDepMod(Subj:Fcty), refining Fig. 4.59 with X=Fcty, andal
subsuming Fig. 4.60
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overall resource usages. Fig. 4.63 presents the classg$augtbe specifica-
tion of degradations and degradation dependencies by Mba{sSubj:Fcty)
as an instantiation of SIDepMod(Subj:X) (compare Fig. 468 4.59).

In comparison to SIDepMod(Sv) (Fig. 4.60) there are someageareflecting
the refined degradation subjectssource specificatioandservice specifica-
tion of SIDepMod(Sv) are replaced bgsource usage specificatiamdfunc-
tionality specification A functionality specificatiorpertains to theservice
specificatiorof its particular service.

The classservice specificationetains in the model, but it is itself not con-
sidered a degradation subject any more. Instead for eaultsex specific
overall functionality (or top functionality) is defined negsenting the service
as whole as degradation subject. This top functionalityls® aubsuming
all other functionalities of its service. Actually, this dmmes possible by
allowing the functionalities to be arranged in an inhem&imierarchy (re-
lation inherits from) where the top functionality of a service is always the
single, top-most functionality in this hierarchy. Usingstltoncept not only
one layer of refinement of a whole service into functionaditis possible.
Instead also non-top functionalities in the inheritan@dnichy can have chil-
dren, allowing recursive refinement into service functldies. Similarly, the
classresource usage specificati@lows a refinement (via a corresponding
relationshipinherits fron).

SIDepMod(Subj:Fcty) = SIDepMod(Subj:X) with X=Fcty
with resources and service functionalities as subjects
types of degradations described mainly by their respective
dependent degradation subjects, which are considered to|be
degradations: | resources or service functionalities,
secondly described by additional information
(other than the subject, compare Table 4.7);
associations of degradation dependencies fully

dependent determined/derived by the dependencies of
degradations: | their respective degradation subjects (see aboye);
multiplicities left open;
additional none

dependency
constraints:

Table 4.11:Overview of DegDep specification for SIDepMod(Subj:Fcty)
(compare Table 4.7 with X=Fcty, and Fig. 4.63)

Particular examples for the subdivision of a service insofitnctionalities
by this inheritance hierarchy are discussed in Sect. 4.3.Based on this,
Sect. 4.3.6.2 is further introducing refined kinds of fuoctlities in order to
tackle requirement R1.3 (functionalities in service-vaswvell as in resource-
view). Table 4.11 gives a summary of the DegDep specificatidm SIDep-
Mod(Subj:Fcty). Furthermore, Table 6.4 on p. 371 in App&mdintroduces
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a set-theoretic, formal notation for degradations and atégjion dependen-
cies of SIDepMod(Subj:Fcty).

Limitations concerning subj-induced degradation depeoganodels (see
Sect. 4.3.4) in general are valid also for SIDepMod(SubyFc'he possibil-
ity to express granularity of service/functionality sgetion (requirement
R1.2) is relatively powerful here compared to the previousi€pendency
models. Nevertheless, sets of service interactions (itiateons of service
functionalities) are only expressible via inheritancer&iehies. More com-
plex restrictions to particular subsets (if necessary)natepossible. To re-
move also this limitation, in Sect. 4.3.7, a further refinemis discussed,
allowing to express any subset of functionality instamndiag, as far as needed
for degradation subject specification.

4.3.6.1 Subdivision of services into functionalities: conceptd an
notations

In the following, the notion of functionality as a subdivasiof a whole service
is covered in detail.

A service depends mainly on its (service) functionalitg.dérvice functiona-
lity comprises all interactions with the roles customersgnibeing concerned
with the service usage and its management.

Roughly speaking, the service functionality can be divided usage func-
tionality and management functionality. But also thesesgierfunctionalities
can be further subdivided into smaller, more specific fuordlities, e.g., the
e-mail example service’s (see Sect. 2.3.1) usage fundiipcan be roughly
subdivided into mail sending and mail receiving.

Moreover, depending on the given service, each of its fonelities repre-
sents a specific type of interactions, which are describddrnys like service
request, service invocation, service session. That ig)glesinteraction tak-
ing place in some period of time between a specific customeser and the
provider. In the following, the general terservice (functionality) interaction
will be used instead of other notions as mentioned aboveeme@l it can be
said that each functionality describes some subset ofcgemteractions of
the whole service.

First, a generic concept and notion to describe functitiral{as well as their
corresponding service interactions represented by therdegradation sub-
jects is treated: A type of functionality representslass of service interac-
tions between provider side and customer side with characesispecific
to these type of interaction, e.g., such as specific typesuapeters neces-
sary for a specific one of the represented service interatidherefore for
the purpose of degradation dependency specification, didumadity will be
seen as a class, a so-calfadctionality classof possible service interactions
which are represented by this functionality class. On theet@and, this allows
for distinguishing between different types of service iattions by different
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functionality classes. On the other hand,iaimeritance relationship between
functionality classesan be used to have the notion of generic top functiona-
lity classes as well as more specific functionality classeiskvare subclasses
of generic top ones, and to represent only a subset of senteractions of a
generic class. For example, the service functionality gfssrvice as a whole
can be represented by the service’s main functionalityschasich can have
e.g., as subclasses the more specific usage functionai$g eind manage-
ment functionality class of the service (see Fig. 4.64).ummt both refined
functionality classes, can have own subclasses to disshdpetween various
types of usage or management interactions of the servicedstipn.

«functionality»
OverallServiceFunctionality

f{service}
[ 1
«functionality» «functionality»
UsageFunctionality ManagementFunctionality
f{service/use} f{service/mgmt}

Figure 4.64: Service functionality class hierarchy (top part) of a genser-

vice
«functionality»
EmailServiceFunctionality|
f{mail}
[ 1
«functionality» «functionality»
EmailUsageFunctionality| EmailManagementFunctionality
f{mail/use} f{mail/mgmt}
[ [
«functionality» «functionality»
SendEmail InquiryAndOrderManagement
f{mail/use/send f{mail/mgmt/ing_order}

[
«functionality»
SendEmailintra

f{mail/use/send/intra}

«functionality»
ConfigurationManagement
f{mail/mgmt/conf}

«functionality»
ReceiveEmail
f{mail/use/recv}

«functionality»
ProblemAndincidentManagement
f{mail/mgmt/prob_inci}

«functionality»
AccessMailbox
f{mail/use/mbox_access}

«functionality»
SendEmailExtra
f{mail/use/send/extra

«functionality»
QualityAndSecurityManagement
f{mail/mgmt/qual_sec}

«functionality»
I CustomizeAccountAndMbox
f{mail/use/customize}

«functionality»

ReceiveEmailintra - - «functionality»
f{mail /use/recv/intra} «f“\rl‘vc;éc"\;‘;'l'ty” AccountingManagement
. . f{mail/mgmt/acc
«functionality» f{mail/use/customize} ! /mgmt/acc}
ReceiveEmailExtra «functionality»
f{mail/use/recv/extra} ChangeManagement

f{mail/mgmt/change}

Figure 4.65: Service functionality class hierarchy for the example el s&-
vice

To sum it up, the functionality of a service is represented lojass hierarchy
of functionality classes where each class represents disgebset of service
interactions of the service, i.e., an actual service ictéya is an instance of
its corresponding functionality class.

243



Chapter 4. Impact Analysis and Impact Recovery Framework

«functionality»
WebHostingServiceFunctionalit

fiweb}
[ 4 1
«functionality» «functionality»
WebHostingUsageFunctionality WebHostingManagementFunctionality
fiweb/use} fiweb/mgmt}
[ 4 [ 1
«functionality» «functionality» «functionality»
WebPageAccessFunctionality AuthenticationFunctionality SpecialWebPageAccessFunctionality
fiweb/use/apage} fiweb/use/auth} filweb/use/apage_special}
[ 4 1 [
«functionality» «functionality» «functionality»
StaticWebPageAccessFunctionality| | DynamicWebPageAccessFunctionality WebMailPageAccessFunctionality
fiweb/use/apage/static} fiweb/use/apage/dynamic} fiweb/use/apage_special/webmail}
[ 4 ] «functionality»
«functionality» «functionality» ARSPageAccessFunctionality
PHPWebPageAccessFunctionality CGIWebPageAccessFunctionality fiweb/use/apage_special/ars}
filweb/use/apage/dynamic/php} filweb/use/apage/dynamic/cgi}
«functionality»
MysqlConfAccessFunctionality
flweb/use/apage_special/mysqlconf}
«functionality»
GeneralConfigWebPageAccessFunctionality
fiweb/use/apage_special /confsv}

Figure 4.66: Service functionality class hierarchy for the example webth
ing service

The specific inheritance hierarchy chosen for a specifiagbegvice scenario
is not further restricted and specified here. Instead, ibeachosen as detailed
as necessatry, i.e., with as many hierarchy steps as apgepfihereby each
service scenario given can be modeled with a specific gratyutmncerning
the differentiation of functionality classes. This approallows for differ-
ent specification granularity regarding the term functliypaln an extreme
case a service’s functionality might be represented by ongesfunctiona-
lity class without further subclasses. Alternatively, thactionality can be
further subdivided by a detailed inheritance hierarchyuoictionality classes
with necessary granularity. Fig. 4.65 shows as an exampléutictionality
class hierarchy for the e-mail service of Sect. 2.3.1, whide 4.66 shows the
functionality hierarchy of the web hosting service of S@cB.2.

4.3.6.2 Refined types of functionality

In this section functionality as a kind of service degraatasubject is further
refined in order to allow an easier transition from the resewiew to the
service view regarding degradation dependencies.

In the instantiation methodology of the MNM service model fioe transi-
tion from service view to realization view (or the other waund) service
functionalities (as agreed with customers) are provideernally refined by
decomposition as appropriate and afterwards mapped tanesoand sub-
service functionalities.

Therefore regarding the degradation dependencies amamgidnalities,
there are in fact two different types of functionalities ohigh another func-

244



4.3. Impact Analysis Framework

tionality depends: First, a functionality of a service capend on the functio-
nality of a subservice (via a special internal resourcesthservice client, at
a specific subservice access point). Second, in order to #ilprovider for a
more fine-grained decomposition of functionalities thafinge together with
the customer before mapping to the resources, a servicédaabity (known
to and defined together with the customer) might be deconapioée more
specific partial functionalities before mapping to the gete resources im-
plementing it. l.e., the customer-visible functionalisydependent on some
other functionalities, but being internal to the servicd anrmally unknown
to the customer side.

For the example mail service of Sect. 2.3.1 such a decommoif func-
tionalities is useful e.g., for the functionalityiai/use/recv, i-€., the re-
ceiving of e-mails for an user account from other users omfrautside
the mail domain. Actually, fiaii/use/recv €N bDE decomposed into var-
ious functionalities liKe fiail/rsrc/greytist (graylisting of incoming e-mail),
fmail/rsrc/blacklistchcck (bIaCk“St CheCking of sender domaimmail/rsrc/spamchcck
(spam checking of incoming e-mailYaii /rsce/viruscheak (Virus checking of
incoming e-mail), fail frsre/quene revamail (iNSerting of received e-mail in the
right mail queue, as there are different mail queues whiffierdin their fi-
nal target mail incoming server for eventually storing them., TUM, non-
student users of LMU, students of LMU, other users),i/rsrc/relayto_inbox
(relaying to final incoming mail Server),fuaii/rsc/store.ininbox  (StOring
in inbox). Instead of mMakingfyai/use/recv t0 have direct dependen-
cies on the resourceScylistsv, Tblacklistsvs I'spamchecksvs Tviruschecksvs T'mailins
Tmailin_tums Tmailin tmus &N Tmaitin studimu, 1t CAN e modeled to have depen-
dencies on the given resource functionalities which in thave the di-
rect dependencies on the respective resources: E.Quyrsc/greylist d€-
pends ON7geylistsvs  fmail /rsre/quene revd_mail (CUStOMeEre LMU) depends on
T"mailin, fmail/rsrc/queue_store_in_inbox(CUStornere LMU) depends O mailin_Imu»
and fmail/rsrc/queue_store_in_inbox(CUStomerg LMU U TUM) depends OM'mailin
(compare resource dependencies described in Sect. 2r3uttfter informa-
tion).

| ServiceDegradationSubject|

. . - - pertains to»
Resource |_ «realizes»< | Functionality
(Usage) - ; : ;

——————————— Refinement of kind functionality
[ — 1 in order to differentiate
Resource-View | __ «uses» __ | Service-View functionality in service view (customer-specific)
Functionality Functionality and in realization view (provider-specific)
(requirement R1.3)

Figure 4.67: Kinds of service degradation subjects with refined funcliy
kind (refinement of Fig. 4.62)

In general, this refinement by decomposition relates alseqoirement R1.3
which demands for different levels of abstractions in thalization view.
Concluding, two sub-kinds of functionalities of a serviem®e distinguished:
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e so-calledservice-view functionalitjor describing a common view bet-
ween provider and customer about the functionality of threise and

e so-calledresource-view functionalitgs a refinement of (more-detailed,
but same level of abstraction) of the service functionalityis only
known provider-internally.

The names are given in reflecting the notions of service-aedrealization-
view of the MNM service model (see Sect. 2.2). Fig. 4.67 shilwsesulting
refined hierarchy for kinds of service degradation subjecksch is a refine-
ment of Fig. 4.62.

The usage of resource-view functionalities for modelingacfervice is op-
tional and can be applied where it is appropriate.

«functionality»
WebHostingServiceFunctionality|

fiweb}

[ 4 |
«rsrc_functionality» ice F - r
WebServiceResourceFunctionality «service. unctiona '.tY» .
fiweb WebHostingUsageFunctionality

web/rsrc} fiweb/use}

I %
«rsrc_functionality» ice f - i
DynamicWebpageExecutionEnvironmentFunctionality «service_tunctionality»

WebPageAccessFunctionality
fiweb/rsrc/dyn_proc_exec_env
t / /dyn_p ! B fiweb/use/apage}
«uses»
8 z
«rsrc_functionality» N service_fanctionality

DynamicWebpageExecutionFileAccessFunctionality] «USes» N « - >

fiweb/rsrc/dyn_file_access} K- =Y - — — — Dynam|cWebPageAccessFunct_lonallty

fiweb/use/apage/dynamic}

1 I#
lc«uses» | «service_functionality»

PHPWebPageAccessFunctionality
f{iweb/use/apage/dynamic/php}

«rsrc_functionality»
DynamicWebpageProcessExecutionEnvironmentFunctionality
fiweb/rsrc/dyn_proc_exec_env/cgi}

«rsrc_functionality» «service_functionality»
DynamicWebpageProcessExecutionEnvironmentFunctionality |- Luses»_ CGIWebPageAccessFunctionality
filweb/rsrc/dyn_proc_exec_env/php} fiweb/use/apage/dynamic/cgi}

Figure 4.68: Refined functionality class hierarchy as UML class hiergrch

Refined functionality classes can be represented as UMLsedas
too. Fig. 4.68 shows in UML notation the hierarchy of some
resource-view functionality classes of the example webtihgsser-
vice, namely some resource-view functionalities used foe service
functionality fich/use/apage/dynamic  F€SpeCctively its refined functionalities
fwcb/use/apagc/dynamic/cgi andfwcb/use/apage/dynamic/php- Moreover1 Flg 4.69 il-
lustrates in UML notation the example already mentionedrabahe func-
tionality class declarations of the resource-view funaidgies used by the
service-view functionalityf;;,.ii /use/recv Of €Xample mail service. In Table 4.12
some examples for resource-view functionality classas fitee example sce-
nario of Sect. 2.3 are presented.

246



4.3. Impact Analysis Framework

«functionality»
EmailServiceFunctionality
f{mail}
accessingCustomer: Customer
accessingTime: TimeSpec

A
|

[
«rsrc_functionality» - - _
EmailResourceFunctionality «service_functionality»
f{mail/rsrc} Ema|IUsage_Funct|0naI|ty
f{mail/use}
accessingUser: User

accessingUser: User

Iy
[
«rsrc_functionality» - ——_syses»>) 1 _ _
GreyListEmailFunctionality P «service_functionality»
f{mail/rsrc/greylist} Ry ReceiveEmailFunctionality
senderDomain: Domain P / f{mail/use/recv}
<us/es>/ ,/ /| senderDomain: Domain
- // // sendingUserAddress: MailAddress
receiverDomain: Domain

sendingUserAddress: MailAddress
7
/7
receivingUserAddress: MailAddress

receiverDomain: Domain
receivingUserAddress: MailAddress P
- / ;o
requestedSendingDelay: QosSpec

requestedSendingDelay: QosSpec B ,
7
«u }_(S» /o
o
|

«rsrc_functionality»
BlacklistCheckEmailFunctionality /
f{mail/rsrc/blacklist} ,/ S
senderDomain: Domain / Iy
sendingUserAddress: MailAddress |
requestedSendingDelay: QosSpec ,/ // I
I

«rsrc_functionality»
SpamCheckEmailFunctionality /| «u
f{mail/rsrc/spamcheck} ,
senderDomain: Domain /
sendingUserAddress: MailAddress / |
requestedSendingDelay: QosSpec

K~
~
=
c
o
™
(%]
v

«rsrc_functionality»
VirusCheckEmailFunctionality / )
f{mail/rsrc/viruscheck} / |

I I

senderDomain: Domain
sendingUserAddress: MailAddress
! I

requestedSendingDelay: QosSpec
I
I

«rsrc_functionality»
QueueReceivedEmailFunctionality
f{mail/rsrc/queue_rcvd_mail}

i

|

I

|

I

|

|

]

|

receiverDomain: Domain l’
I I

|

|

|

I

|

|

]

|

]

|

I
|

receivingUserAddress: MailAddress
requestedSendingDelay: QosSpec I
I

«rsrc_functionality»
RelayEmailTolnboxFunctionality
f{mail /rsrc/relay_to_inbox}
receiverDomain: Domain
receivingUserAddress: MailAddress
requestedSendingDelay: QosSpec

«rsrc_functionality»
StoreReceivedEmailFunctionality
f{mail /rsrc/store_in_inbox}

receivingDomain: Domain
receivingUserAddress: MailAddress
requestedSendingDelay: QosSpec

Figure 4.69: Functionality class declaration hierarchy as UML clasgdrie

chy
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Examples of some resource-view functionalities:

e resource-view functionalities for refinement of servidew functio-
nality fiaii /use/rev Of the mail service:
— fmail/rsre/areylist: graylisting of incoming e-mails

— fmail/rsre/blacklisteheck - DlACKIiSt checking of the sender domain g-
dresses in incoming e-mails

— fmail/rsre/spamcheck- SP@M checking of incoming e-mail
— fmail/rsre/viruscheck- VIrus checking of incoming e-mail

— fmail/rsre/quencrevd.mail: iNSEIting of received e-mail in the rig
mail queue (different queues for mail which differ in theirdi tar-
get mail incoming server for eventually storing them, il8JM,
non-student users of LMU, students of LMU, other users)

— fmail/rsrc/relay to_inbox- €laying to final incoming mail server (f
receivers not in LMU or TUM there is nothing to do here)

— fmail/rsre/storeininbox. StOring of received mails on the respectige
incoming mail server depending on the receiver of the mail

o refinement of the fich use/apage/dynamic @nd its subfunctionalitie
fweb/use/apage/dynamic/cgi and fweb/use/apage/danymic/php :

— fweb/rsre/dyn_proc.execenv- PFOCESS €Xecution environment for creft-
ing dynamic web pages.

— fuweb/rsre/dyn_file_access- Til€ System access for creating dynamic web
pages (realized by local filesystem on web server machinesh
as subservice functionalitf ... in case of CGlI scripts.

- fwob/rsrc/dyn_proc_oxoc_cnv/cgi

- fwob/rsrc/dyn_proc_oxoc_cnv/php

Table 4.12: Examples of resource-view functionalities and servicamwi
functionalities

248



4.3. Impact Analysis Framework

4.3.7 SIDepMod(Subj:Fcty/Inst): Sl dependency
model with degradation dependencies of func-
tionality instantiations

Here the previously developed S| dependency model SIDep®dg:Fcty),
which allows to differentiate between different servicendtionalities as
degradation subjects, is further refined. The notion oftionality as a degra-
dation subject was in Sect. 4.3.6.1 specifically defined alsss covering
some subset of similar service interactions of a servicee Shdependency
model developed here, SIDepMod(Subj:Fcty/Inst) (or SMed(Fctylnst)
in short), will allow complex restrictions of degradatiangect specifications
to particular subsets of service interactions. This compéstriction goes
beyond the simple restriction to the subset of all serviteractions pertain-
ing to a functionality class. Requirement R1.2 (granwaoit functionality
definition) will hereby completely be covered.

For the example scenario of Sect. 2.3.1 restrictions on sfumetionali- examples
ties as subjects of target or source degradation of a degyadiependency
are necessary in order to specify these degradation depende detail,
€.0., [ mail/use/send (AUtNENLICALIONF YY), finail /use/recy (FECEIVETIS Mailinglisy,
Jmail/use /recv (TECEIVEre LRZ). Especially the last one of these examples,
which is a restriction to a service instance (set), is alyeaxlpressible
with SIDepMod(Subj:Svinst) (Sect. 4.3.5), but not the otbees, which
are concerned with functionality parameters other tharcifpation of
customer/user (group). The here discussed DepMod(Supjtist) pro-
vides a generic possibility to express any functionalityapaeter (set) re-
striction, comprising also such parameters concerned witstomer/user
specification. Further examples, concerned with the exansglation
EzSitl, for restriction to particular functionality parametetsef a func-
tionality as a degradation subject are (Table 4.3 on p. 13bFRg. 4.12
on p. 146): r...s1(pathe PathListAfs) for degradationg,,, as well as
Jip/use/connect (PAN= Tmaitout, - - -, anywhere) for degradatiom,; o (compare
especially p. 145).

A similar refinement for resource (usage) classes is passBkamples are
Tafssvi(pathe PathListAfs) and its respective dependency above, and more
generally from the example scenario of Sect. 2.3:

T'dns_sv1/resolve_domain (domaine LZStl) - fdns/use/resovle_domain(domaine LiStl)'
aNd7 ,ilin /mail recv (SENderdomaine Listl) —

fimail /use /mail_recv (SENdEIdOMaine List1) .

The latter two examples of refined dependencies can beadtilizcombina-
tion, when the failure to resolve a particular set of domamas entails a
failure to receive mails from these domains.

Chiefly, with respect to degradation dependencies, theemfmt to sub-
ject instantiations allows to refine single, particular degtion dependen-
cies, whose specification is too rough by using subject etasdone. In
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contrast, the differentiation of different subject clasg®inctionalities or re-
source usages) allowed basically to differentiate difierdegradation de-
pendencies, i.e., with similar source subjects. The diffeation of sim-
ilar source subjects (by classes with inheritangg,; . differentiated
into €.g., fmail/use/send_mail and fmail/use/recv_mail) makes it pOSSible to ac-
tually follow only the relevant degradation dependenciestite relevant
target degradations. But subject instantiation can alseesthe purpose
of differentiation of multiple degradation dependencies, the examples
from Sect. 2.3 aitinaz — fmailjuse/recv (TECEIVErE LRZ) @ndrypaitin_tum —
frmail fuse/recy (rECEIVEre TUM) show.

The refinement to instantiations (service interactionghef classes will
actually complete the degradation subject specificatiossipdities devel-
oped in this impact analysis framework. As being a refinenoér&lDep-

Mod(Subj:Fcty) (Fig. 4.63), SIDepMod(Subj:Fctylnst) is@ an instantia-
tion of the generic SIDepMod(Subj) (see Fig. 4.58) for sfy@ug degrada-
tions dependencies mainly by their corresponding degi@uatibject depen-
dencies. So, SIDepMod(Subj:Fctylnst) represents anratise to SiDep-
Mod(Subj:Sv), SIDepMod(Subj:Svinst) as well as its pregsor SIDep-
Mod(Subj:Fcty). It actually also subsumes every one ofdhether possi-
bilities concerning the power of expression, which is diseclear for SIDep-

Mod(Subj:Fcty) and SIDepMod(Subj:Sv). For SIDepMod(S8ki|nst) this

subsumption of expression power will be shown later in Se&t7.1.

Nevertheless, the refinement to a S| dependency model faifisp#ion of
particular subject instantiations (e.g., of SIDepMod(JediyInst)) of a sub-
ject class, which is itself priorly specified with prior etirgy SI dependency
model (e.g., of SIDepMod(Subj:Fcty)), is a general apphnoddis approach
might be applied also to other subject-induced S| dependeradels, e.g.,
SIDepMod(Subj:Sv). In this thesis this general refinemeptaach is specif-
ically applied to SIDepMod(Subj:Fcty) only, as this resuft the most com-
plex subject-induced dependency model necessary here, @it is a gen-
eral approach, it is first done generically for any existindpjsct-induced
S| dependency model (SIDepMod(Subj:X)), and afterwardscigigally for
SIDepMod(Subj:Fcty). The generic approach, presentedhenfollowing,
shows how the approach can be applied to any subject-indiiaBebendency
models other than SIDepMod(Subj:Fcty).

Fig. 4.70 illustrates in a class structure how the subjestifipation of a prior
existing subject-based Sl dependency model (e.g., SIDef®j:Fcty)) is
refined to express individual instantiations of the pridsjsat specification.

A subject specification classubj SpecClass (e.g.,functionality specification
in Fig. 4.63 on p. 240) of a prior existing SIDepMod(Subj:X¥)d., X=Fcty)

is taken to be a meta class. That is, the instancesudfSpecClass (e.g.,
functionality specifications, such #S.ii /use/sena) are classes themselves (e.g.,
functionality classes), termetub;j SpecClass-classes. Each one has partic-
ular instantiations (e.g., functionality instantiatipne., service interactions),
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inherits
* from»
prior existing «metaclass» . Degradation instantiation of a
degradation subject |- Degradation Subject| _«instantiates» Subject I-—| subject specification
specification Specification D Instantiation specified by prior existing
used as a meta class X) degradation subject specification
«__hase » _has»
1 1

«metaclass» . . Degradation definition of list of actual

Degradation <instantiates» Subject parameter values,
declared Subject Parameter |-—| conforming to the
list of ] Parameter List parameter list declaration;
data types List Definition used to differntiate between

Declaration different subject instantiations

Figure 4.70: Generic approach of reusing an existing degradation subjec
specification as a meta class with multiple instantiatidfferd
entiated by parameter value list

being calledSubjSpecClass-instantiations. These instantiations can be spec-
ified particularly in SIDepMod(Subj:X/Inst).

For this purposeSubjSpecClass-classes have subject parameter list dec-
laration, which is a list of named parameters with type declaratidbstre-
spondingSubj SpecClass-instantiations have subject parameter list defini-
tion, which is a list of parameter definitions (name/value paisjesponding
to the parameter type declarations of$tsh;j SpecClass-class.

prior existing instantiation of a a template expression AN
degradation subject specification subject specification describing a set of
used as a meta class specified by prior existing instantiations
T . . degradation subject specification with unbound variables
| _ inherits
| * from» ! !
«metaclass» " Degradation| Degradation Degradation
Degradation Subject <i<igs_taltigtgsi> | Subject Subject <« specifies| Subject Instantiation
Specification Instantiation < Instantiation Set Specificiation
X) (X/Inst)
* %+ |+ has» + hase * * *
source target 1 1 source target
«metaclass» . . Degradation|
Degradationl<—nstantiates» _ | g, piact
hds dependericy Subject Parameter has dependercy
tor | Parameter List tor |
: List Definition :
| Declaration |
| additionaly |
| constrains» |
! constraint AN <« has !
: over the variables P “ :
«metaclass» of one or multiple Degradation Subject Degradation
Degradation Subject template expressions Instantiation Subject Instantiation
Dependency for further restricting Dependency Dependency
Specification the set of specified | — - Additional Specification
(X) instantiations Constraint (X/Inst)

Figure 4.71: SIDepMod(Subj:X/Inst), refining prior existing SlDep-
Mod(Subj:X) reusing its degradation subject specificatias
meta class with multiple instantiations

Fig. 4.71, based on Fig. 4.70, introduces the complete stassture for a re- refined

fined Sl dependency model SIDepMod(Subj: X/Inst), whichesithe subject SIDepMod for
specification of a prior existing subject-induced S| de@amy model SIDep- instantiations
Mod(Subj:X) (with some X, e.g., X=Fcty) to a subject sped@ition restricted

251



example

specific
instantiation for
SIDep-
Mod(Fctylnst)

Chapter 4. Impact Analysis and Impact Recovery Framework

to particular subject instantiation set. For example, igob X=Fcty (will be
done in detail below), the degradation subjects in SIDep(@adj:Fcty/Inst)
(or SIDepMod(Fctylnst) in short) are subsets of instaitrat of the subjects
in SIDepMod(Subj:Fcty), i.e., instantiations of functadity classes, i.e., ser-
vice interactions in the case of X=Fcty.

Degradation subject specifications in SIDepMod(Subj:3t)nare actu-
ally template specifications which describe subsets ofami&ttions of a
SubjSpecClass-class specified prior in SIDepMod(Subj:X). A degradation
dependency in SIDepMod(Subj:X/Inst) basically specifieslationship bet-
ween a set of source subjects and a set of target subjectsdeacribed by
such a template specification. But in addition to that, tieseplates may
contain (common) variables, which can be additionally t@msed, to restrict
further the dependent subsets of degradation subjechiretians. Concern-
ing such additional dependency constraints compare esfyeEig. 4.52 on

p. 218.

A very basic example for such a degradation dependency is
subject_typesource(attribute; = X) — subject_typearget(attributes =Y)
with the additional constrainX’ ==

SIDepMod(Subj: X/Inst)
with instantiations of a prior existing subject specifioatas refined subjects
types of degradations described mainly by their respective
dependent degradation subjects, which are considered to be
degradations: | subsets of instantiations

secondly described by additional information
(other than the subject, compare Table 4.7);
associations of degradation dependencies fully

dependent determined/derived by the dependencies of
degradations: | their respective degradation subjects (see above);
multiplicities left open;

additional possibility to constrain the dependent sets of
dependency | subject instantiations by the use of templates
constraints: with variables;

Table 4.13: Overview of DegDep specification for SIDepMod(Subj:X/nst
(compare Table 4.7)

Concluding, the resulting dependency model SIDepMod(Suiist) is a

subject-induced one, i.e., a particular instantiation iiepMod(Subj) (see
Sect. 4.3.4), the same as its predecessor SIDepMod(Sulbakle 4.13 gives
a summary of the DegDep specification with SIDepMod(Sulhi3t) in gen-

eral.

Following, the specific instantiation of SIDepMod(Subjngt) for X=Fcty
is performed. Thus, SIDepMod(Subj:Fcty/Inst) (or terseBiDep-
Mod(Fctylnst)) is a particular instantiation of SIDepM&dipj:X/Inst) and
so also one of SIDepMod(Subj). Fig. 4.72 illustrates thesktructure used
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J:

: SIDepMod(Sub
Fig. 4.63 as well as Fig. 4.61

Figure 4.72

ining
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for the specification of degradations and degradation digraries by SIDep-
Mod(Subj:Fcty/Inst), as an instantiation of SIDepMod(SxiBnst) (compare
Fig. 4.71, 4.63). Basically Fig. 4.72 is based on Fig. 4.630240 (SIDep-
Mod(Subj:Fcty)). Now, the subject specification classesbecoming meta
classes) have appropriate classes for functionalitylmresparameter declara-
tions. Accordingly, classes for subject instantiatioresaatded with conform-
ing subject parameter definitions. Moreover, subject $jgations in SIDep-
Mod(Subj:Fcty/Inst) are templates restricting to a paftc subset of func-
tionality/resource instantiations. Degradation depeoas relate sources/-
targets specified by such template specifications. The lasiibaet of depen-
dent functionality/resource instantiations are furtrestricted by constraints
over common variables in the template specifications.

The motivating examples given at the beginning of this sectican be
specified in this way: For instance, the dependency
Tdnssvl/rosolvc_domain(domaine LiStl) - fdns/use/rcsovlo_domain(dornain6 L’L.Stl)’
can be more explicitly specified 8§,sv1 /resolve_domain (POMain: domain= X) —
Jfns Juse /resovie_domain (DOMain: domaire Y), with additional dependency con-
straintX == YandX € Listl. Furthermore, as an example frab:Sit1,
Tassvi(PAthe€ PathListAfs)  —  fiail/use/mbox_access(USErE GrpMail),
used for derivinggs,—1 from g,,, can be more explictly specified as
Tatssvi (FilePath: path= X) —  fiail juse/mbox_access (USErSpec: user Y) with
additional constraink’ € PathListAfs andY.mailbox € X.

For the last example the constraint uses the function etratuar attribute
accessY.mailbox. In general a dependency constraint may use additional
helper functions, attribute accessors, relationshipsh(ss==, <, >, but not
limited to these ones) as necessary.

SIDepMod(Subj:Fcty/Inst) = SIDepMod(Subj:X) with X=Fcty Inst
with resource (usage) and service functionality instaiotis as subject
types of degradations described mainly by their respective
dependent degradation subjects, which are considered to be
degradations: | sets of resource (usage) instantiations or,

sets of service functionality instantiations,
secondly described by additional information
(other than the subject, compare Table 4.7);
associations of degradation dependencies fully

dependent determined/derived by the dependencies of
degradations: | their respective degradation subjects (see above);
multiplicities left open;

additional possibility to constrain the dependent sets of
dependency | subject instantiations by the use of templates
constraints: with variables;

1°2)

Table 4.14:Overview of DegDep  specification for  SlIDep-
Mod(Subj:Fcty/Inst) (compare Table 4.7 with X=Fctylnst
and Fig. 4.72)
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Sect. 4.3.7.1 is discussing functionality instantiatiansl functionality pa-
rameters in detail. Similarly, Sect. 4.3.7.2 treats reseumstantiations and
resource (usage) parameters. Table 4.14 gives a summéwy DEgDep spe-
cification with SIDepMod(Subj:Fcty/Inst) (compare Tablé3). Table 6.9 on
p. 376 in Appendix A introduces a set-theoretic, formal tiotafor degrada-
tions and degradation dependencies of SIDepMod(SubjfiRety.

Limitations concerning subj-based degradation deperndenodel (see limitations
Sect. 4.3.4) in general are valid also for SIDepMod(Sulbyfrast), i.e., as-

pects of degradation specification beyond degradatiorestibBut the spe-

cification of degradation subjects is very powerful andwafido cover the

targeted requirements R1.2 (granularity of functionadiéfinition) and R1.3
(service-view/resource-view coverage) as far as it is eeddr degradation
dependency specification. Sect. 4.3.8-4.3.10 are contdevitk the missing
degradation specification beyond degradation subject.

4.3.7.1 Functionality instantiations and functionality paraniste

In the following, as a continuation of Sect. 4.3.6.1, refieamof a service
specification as a degradation subject is further extenide8ect. 4.3.6.1 the
service specification was refined into particular functliies (or functiona-
lity classes) which are for each service organized in anritdree hierarchy.
Each functionality class represents some subset of siruitationality in-
stantiations (or specifically called service interactjooisits service. Here,
the specification of particularly restricted subsets ofigserinteractions by
means of functionality parameter declarations and degdimitis treated. This
restriction goes beyond the simple restriction to all ingtdions of a functio-
nality class.

As discussed previously - in accordance with requiremen2 Rtishould be
allowed to refine the notion of functionality classes as ara@gtion subject
specification to sets of functionality instantiations. Bacrefinement is con-
cerned with specific details to allow differentiation andtrietion of specific
instantiation subsets as far as necessary for degradaitipecs specification.

Here generic examples for such a refinement by introducingtionality pa-

rameters are introduced. Furthermore, a first possibiitiake into account
the dynamics of dependencies during an I/RA run (requiréf2ri) in terms

of the time-dependencies for functionalities is introdiice

In the example of Sect. 2.3.1 restrictions on some funchibesmas subjects example
of target or source of a degradation dependency were negaasarder to

specify these dependency in detail, € i1 use/send (QUtheNticatiors yes),

Jimail fuse /recv (TECEIVETE LRZ), finail/use/recv (f€CEIVEre LMU U stud).

Each functionality class of a service (on any level of thesilance hierarchy)
represents a subset of the service interactions (its iostrof this service
with some common characteristics. In other words, eachtimmatlity class is
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concerned with some common type of access (service intenqtb usage or
management functionality of the service.

Furthermore, the specific instances of a service functignelass, i.e., the
possible service interactions represented by it, can bdengisshed by dif-
ferent invocation parameter values, such as the speciftoroes or user ac-
cessing the functionality, the time or some sort of sessipnequested QoS
parameter ranges, or any other additional parameter. Fonghe, for the
web hosting example servicesecessWebPagdinctionality (fyeb /use/apage)
can have an additional parameter 'URL. The necessary peteas) includ-
ing their data type and allowed values, of a service intevacre depending
on its functionality class, i.e., each functionality clakgtermines the list of
necessaryunctionality parametetsThis is similar as for functions and meth-
ods in programming languages, e.g., as in C, C++, or Javan 8us respect
a service functionality class can be compared to a funcéind,one of its ac-
tual or possible service interactions can be compared tetaleor possible
function call. Therefore, for each functionality clasksaof functionality pa-
rametershas to be declared including a type specification for eacameter
(functionality parameter type

Each functionality class has its individual list of parasrst but this should in
most cases probably include parameters like the ones dedabove, mainly
the specific accessing role or at least the associated Sld&haraccess time.

| FunctionalityParameterAspect |

| AccessorRole | | TimeSpecification | | QoSAspect | | OtherParameter |
A A

ErrorRate

| TransferRate |

Figure 4.73: General kinds (aspects) of functionality parameters

| UserRole | | Duration |

To sum it up, the types of functionality parameters can besgly classi-
fied by different kinds (using the terkind in the meaningype of typg of
functionality parameterdynctionality parameter kind

e SLA parameters/Accessing role parameters: making it ptest iden-
tify the SLA and contract, i.e., the specific customer sidg,dlso the
specific role of this customer side which accesses the fumeality.

e time parameters: time point, time period, session id etepedding on
the specific functionality

e requested/negotiated QoS parameters for the accesseubhatity
o further functionality parameters: may be very specific fwetpf functio-
nality
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Fig. 4.73 presents an overview of the different kinds of fiorality parame-
ters introduced above.

Everything necessary to distinguish between functiopalieractions regard-
ing degradation subject specification, may be used as turadity class pa-
rameter. This may also include particugrecifications of access point refer-
enceqe.g., IP addresses for IP service in Sect. 2.3.3, sendessglexplicitly
specified by the user in an e-mail to be sent) as far as negesséne case of
management functionalities, it may include functionaditgsses themselves
as parameter types, e.g., for change or order managemeuoigasr(e.g., if the
order management for different usage functionalities pedeing on different
resources respectively basic management functionality).

Each parameter type may have its otype hierarchy That is, a parameter
type, e.g.,TimeSpecificationmight have different, more specific subtypes,
e.g., TimePeriodSpecificatignTimelnstantSpecificatiorifimeOfDaySpecifi-
cation Another example might be the parameter tyffel for the functiona-
lity fwen use/apage Of the web hosting service, which has e.g., as subtyyels-
PageURL. ImageURL. DownloadableObjectURLThe subtypes give a first
possibility for restricting the service interactions ofumétionality class to a
particular subset e.g., for specifying a functionality apehdent object in a
dependency.

Additionally to its type definition, a functionality paramee declared for a specification of
functionality class hasarameter namea order to uniquely identify it within a functionality

the context of its functionality class. parameter by

. . . . . . name and type
There is an obvious way of representing an functionalitglen UML: A

functionality class can be represented by an UML class wghiML class at-

tributes denoting the functional parameters of the fumetidy class. At this, UML classes to
the UML attribute type corresponds to the functionalitygraeter type, and represent

the attribute name accordingly corresponds to the nameeofuthctionality functionality
parameter. In Fig. 4.74 two specific functionality classdeh from the ex- classes

ample services in Sect. 2.3 are depicted as UML classes.

«functionality» «functionality»

SendEmailFunctionality
f{mail/use/send}

WebpageAccess
fiweb/use/apage}

accessingCustomer: Customer
accessingUser: User
accessingTime: TimeSpec
useAuthentication: Boolean

accessingCustomer: Customer
accessingUser: User
sendingTime: TimeSpec
requestedAccessDelay: QosSpec

receiverDomain: Domain requestedAccessBandwidth: QosSpec

requestedSendingDelay: QosSpec

Figure 4.74: Representation of functionality class with their functtity pa-
rameters as UML classes

The relationship between inheritance of functionalitysskss and the parameinheritance of
ter list are as follows: The list of parameters of a subclassspecialization of functionality
the parameters of its upper class. Specialization of pasartist here means classes and

that the parameter list of the upper class is included in #narpeter list of the inherited
parameters
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subclass, possibly with some of the parameter types restrio subtypes of
the original parameter type. Each subclass is free to adii@ual parame-
ters to the list of parameters of its upper class. Fig. 4.tvshan example,
where a part of the functionality inheritance hierarchy leé example mail
service of Sect. 2.3.1 is represented by an UML class hieyairecluding
inherited attributes representing inherited functioygbarameters (compare
with Fig. 4.74 especially concernir@endEmailFunctionalidy

«functionality»
EmailServiceFunctionality
f{mail}
accessingCustomer: Customer

accessingTime: TimeSpec

A
| |
«functionality» «functionality»
EmailUsageFunctionality EmailManagementFunctionality
f{mail/use} f{mail/mgmt}
accessingUser: User managementRole: Role
[ 4 1
«functionality» «functionality»
SendEmailFunctionality AccessMailBoxFunctionality
f{mail /use/send} f{mail/use/mbox_access}
useAuthentication: Boolean requestedAccessBandwidth:QosSpec
receiverDomain: Domain requestedAccessDelay:QosSpec
requestedSendingDelay: QosSpec

Figure 4.75: Functionality class hierarchy including functionalityrpmeters
as UML class hierarchy

Finally, it can be said, that each functionality class hasléclared functional
parameter list, and a functionality class together witlpésameter list will be

calledfunctionality class declaratiom this thesis, similarly as in C or C++
function declarations or method declarations.

Instead, the ternfunctionality class definitiowill be reserved for the actual
specification and definition of a functionality class by megiving more de-
tails concerning the realization of the functionality. $hof course, includes
all details about dependencies on resources and on otherdualities, but
is not limited to. Furthermore, in general this comprisesdbmplete service
logic necessary to realize the functionality. But for thegmse of this thesis,
this term will only be applied to aspects relevant for I/R Igsis.

The distinction between declaration and definition of fiorality classes re-
lates to the two representation for functionalities praubky the MNM ser-
vice model. There, on the one hand, a functionality, alsteda process,
is represented as a use case in an UML use case diagram witisehe or
customers accessing it represented by actors. This repatisa is similar
to the notion functionality class declaration. It allow$énitance between
functionalities to be modeled as inheritance between usescand further
gives a simple possibility to represent dependencies arffumagionalities by
use case inclusion or use case extension. Otherwise, adnality or pro-

cess in the MNM service model can be further specified by UMlviyg dia-
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grams and even more detailed by UML collaboration diagra@ssbing the
full service logic for that functionality. This refined andtdiled specification
relates to the here used term functionality class definition

In the following a generic notion for specifying subsets @iractionality class instantiations
by restricting the value ranges is introduced. As a funetiiby class repre- and template
sents all its corresponding service interaction as itaimss, and a functio- instantiations as
nality class instanceinctionality instantiatiop with fixed values for all its value
functional parameters represents exactly one specifitcgeinteraction, the restrictions for
notion functionality template instantiatiois introduced as an intermediatdunctionality
construct. A functionality template instantiation of a étionality class rep- ¢/2sses
resents a subset of the service interactions of its funalityrclass by restrict-

ing the values of the functional parameter in some way: a@restriction at

all, restriction to a subtype, prescribing a certain candibver the parameter

values, or even specifying a concrete, single value for it.

Examples of usage for the notion functionality templatéangation are:

e A service instance (service restricted to a specific custpntlis can
be seen as a special case of a functionality template imestiamnt of the
services’ top functionality class with only the accessiolg pparameters
restricted to the specific customer.

¢ Afunctionality regarded in a certain time range can be desdras func-
tionality template instantiation with only the time parasrs restricted
in appropriate manner.

¢ A functionality with a certain parameter, e.g., ssndingDomairfor
sendEmaitan be regarded as a functionality template instantiatitim w
this specific parameter restricted to the specific value st

e Or even, all of the described types of restrictions can belioed in a
single functionality template instantiation.

Template instantiations correspond to the degradatiojesubpecifications subject

of SIDepMod(Subj:Fcty/Inst) (see Fig. 4.72 on p. 253). instantiation

. . . . specification
In a similar manner as functionality classes together viadirtparameters can P

be represented by UML classes and their attributes, fumality class instan- functionality
tiations can be represented by UML objects accordingly. £ig6 gives an €3S
example of such an illustration of functionality class argtations pertaining S:ﬁinot:;te'g?: as
to the functionality classes represented in Fig. 4.74. )

instantiation: SendEmailFunctionali instantiation: WebpageAccess
f{mail/use/send} fiweb/use/apage} |
accessingCustomer: Customer = TUM accessingCustomer: Customer= TUM
sendingUser: User = xy accessingUser: User = anonymous
authentication: Boolean = yes requestedAccessQoS: QosSpec = Medium
sendingTime: TimeSpec = Sunday sendingTime: TimeSpec = '10:38 March 11, 2007’

Figure 4.76: Functionality class instantiations as UML objects

Putting all concepts introduced so far together, for theppse of service
degradation subject specification, the functionality okeve is in abstract
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manner declared by an inheritance hierarchy of functibynalasses whereat
the granularity of this hierarchy can be chosen dependinthergiven sce-

nario. Each functionality class has its specifically desdlafiunctional param-
eter list which can be chosen freely as appropriate.

«functionality»
EmailServiceFunctionality
f{mail}
accessingCustomer: Customer

. -7 NX~<
«instance©> qmnstanceOf»
servicelnstancel: EmailServiceFunctionality servicelnstance?: EmailServiceFunctionality
f{mail} H{mail}
accessingCustomer: Customer = TUM accessingCustomer: Customer = LMU

Figure 4.77: Service instances as special instantiations of the geher
tionality class represented as UML objects

Especially, choosing appropriate parameters values ®SIbA parameters
(see above) allows to differentiate different serviceanses of a service: A
service instance for a specific customer (with respectiv®)$hn be regarded
as a functionality template instantiation of the serviaaain functionality

class where the SLA functional parameters are instantitteitie specific

customer, whereas the other possible parameters are $gfeaific. Fig. 4.77
illustrates this for the example mail service in UML.

Concluding, the functional parameter concept allows tattb®th service as
well as its service instances for a specific SLA and to easiiich from one of
these notions to the other. But this concept allows even nBysub-classing
of parameter types or by instantiating parameters other $ia\ parameters
one can further distinguish various interaction subtygesfonctionality. Ex-
amples are:

e restriction of a time parameter: access of a functionalityrd) a specific
time interval.

e restriction of a further parameter: e.g., for AFS filesystatoess, the
restriction to a specific directory.

This will prove extremely useful, when considering degtautes of specific
functionality template instantiations. For both introddeexamples, consid-
ering degradation of them, this means:

e restriction of a time parameter: degradation taking plasend a specific
time interval, i.e., availability of the respective furartiality is only re-
stricted in this specific period (first approach to fulfill tdsggment R2.1,
the dynamics of dependencies during an I/RA run).

e restriction of a further parameter: partial outage of thesARkesystem,
l.e., only a particular part of the AFS cells are affected lwegradation
(compare degradatiap of example I/RA run in Sect. 2.3.4).
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- 1. 2 MailBoxF - -
f{mail}
accessingCustomer: Customer = TUM ~ xinstanceOf»
RSN «functionality»
EmailServiceFunctionality
> f{mail}
rvicelnstance2: A MailBoxFunctionali «instaln,ceof» accessingCustomer: Customer
Hmail} -7 accessingTime: TimeSpec
accessingCustomer: Customer = LMU 4
| |
«functionality» «functionality»
EmailUsageFunctionality EmailManagementFunctionality
f{mail/use} f{mail/mgmt}
accessingUser: User managementRole: Role
[ 4 ]
«functionality» «functionality»
SendEmailFunctionality AccessMailBoxFunctionality
f{mail /use/send} f{mail /use/mbox_access}
useAuthentication: Boolean requestedAccessBandwidth: QosSpec
receiverDomain: Domain requestedAccessDelay: QosSpec
requestedSendingDelay: QosSpec N
7 . l
// «insbaneOf» :
/ AN 1
/ AN i ]
«instam/ceOf» imelnstantiationl: SendEmailFunctionali «|nsta|nce0f»
// f{mail/use/send} :
// accessingTime: TimeSpec = [10:38 - 10:42] May 12, 2007 |
/ 1
/ |
/ |
/ 1
ificParameterlinstantiation1: SendEmailFunctionali goslnstantiation1: AccessMailBoxFunctionality
f{mail/use/send} f{mail/use/mbox_access}
receiverDomain: Domain = "www.test.net" requestedAccessBandwidth: QosSpec > 10 Mb/s
requestedAccessDelay: QosSpec < 10 ms

Figure 4.78: Examples of functionality class instantiations represeéras
UML objects

In Fig. 4.78 some further examples of instantiations of fiomality classes
of the example mail service are given in UML notation (coneplig. 4.75).
Moreover, in Table 4.15 some examples for functionalitgsés and their spe-
cific instantiations regarding the example scenario of S&8tare presented
in textual notation.

Concluding, Fig. 4.79 illustrates the generic notions ofcfionality classes, summary
functionality class instantiations, and functionalitas$ template instantia-

tions as a means to specify functionality of a given servaanario with ap-

propriate granularity as needed for determination of serimpact.
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Examples of functionality class (template) instantiasion

hd fmail/uso/sond/oxtra(
use Authentication : Boolean = yes

accessingCustomer : Customer = TUM,
accessingUser : User = Xy,
accessingTime : TimeSpec = Sunday

)

® fweb/use/apage(
accessingCustomer : Customer = LMU,
accessingU ser : User = anonymous
accessedURL : Url = linfol,
requestedSendingDelay : QosSpec < 10 min,
accessingTime : TimeSpec = “10:38 March 11, 2007”

)

WIth finail fuse fsend fextra @Nd fueb /use/apage P€ING Specific functionality classes.

Both examples are in fact not simple instantiations, butplate instantiation a
both represent multiple functionality class instantiasip because the parame
“accessingTime” in the first case and the parameter “reqd8sndingDelay” i
the second case are only constrained to a value range irdtéad single value.

explanation for the set of parameters: necessary to disshgetween differen
customers/users if dependencies on resources/subsearedifferent, e.g., ma
boxes on different parts of AFS filesystem.

Table 4.15: Examples of functionality classes instantiations and fionality
class template instantiations
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to allow for AN
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|
|
|
|
| 1
|
|
|
|

* *
Functionality Functionality
ParameterList <>— Parameter
Definition Definition

has»

description
of a set of instances,
possibly each fullfilling | | Functionality

a specific condition Class
regarding its parameters Templatelnstantiation

Figure 4.79: Notion of functionality classes, instantiations, temelatstan-
tiations to specific functionality with appropriate graauity

Examples of resource (usage) class (template) instamtati

L4 7nmailin(
use Authentication : Boolean = yes
accessingCustomer : Customer = TUM,
accessingUser : User = Xy,
accessingTime : TimeSpec = Sunday

)

i 7owebsV(B)(
accessingCustomer : Customer = LMU,
accessingU ser : User = anonymous
accessedURL : Url = linfol,
requestedSendingDelay : QosSpec < 10 min,
accessingTime : TimeSpec = “10:38 March 11, 2007”

Table 4.16: Examples of resource (usages) from the example services of
Sect. 2.3
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4.3.7.2 Resource usage instantiations and resource usage para-
meters

In Sect. 4.3.6 resources as degradation subject were refitteslo-called re-
source usages. Here instantiations of resources (or s@lgifresource us-
ages) are treated in detail introducing concepts as it was th functionali-

ties in the previous section.

Similarly, as functionalities are modeled by functionalitasses which rep-
resent their set of instances, i.e., its service interastioesource (usages)
are modeled by so-callegsource usage classagich represent also their
instances, which are calledsource usage instancasturn.

Moreover, similarly as for the instances of functionalitgsses, different re-
source usage instances of the same resource usage claggdiaguighed by
parameters, namely thresource access parameterSxamples of such dis-
tinguishing parameters are (similarly as for resources):

e accessing role parameters, i.e., parameters identifi@gser or custo-
mer or similar concept on behalf of that the resource acegssformed:
e.g., e-mail address.

e parameters for specifying the access time and duration.

e requested/negotiated QoR/QoD parameters which are defrioen re-
quested/negotiated QoS parameters on the functionalty le

e further parameters as necessary, e.g., directory name @fd¢taccessed
from an AFS server.

Each resource usage class has a specific set parameters tgfimemes and
corresponding types which determinesriésource usage class declaration
A specific instance of a resource usage class has for eacm@@massigned
a unique value of corresponding type.

Moreover, the following notions are defined in a analogousimea as for
functionalities (compare Sect. 4.3.6.IEsource usage parameter type-
source usage parameter kindgesource usage class inheritancesource
usage declaratiojresource usage definition resource usage instantiaten
source usage template instantiation

Furthermore, resource usage classes and their instangatan similarly as
functionality classes and instantiations represented\it. by UML classes
and UML objects accordingly.

examples In Table 4.16 some resource usage classes and their spestfmiiations
from the example scenario of Sect. 2.3 are presented inalexaation.
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4.3.8 SIDepMod(QoX) and SIDepMod(QoXInst): Si
dependency models with dependencies of QoX
degradations

In this section SI dependency models for taking into accdegtadation spe-
cification aspects other than degradation subject, namglijtg degradation
aspects, are developed. They are actually based on theddégrasubject
specification of any one of the previously developed SI ddpeay models
(Sect. 4.3.4-4.3.7).

The particular degradation specification aspects (compigret.7 on p. 135)
degradation manner (affected QOR/Qo0S parameter sets)damcdation
value accuracy combined with degradation time are bagicaNered here.
This is related to the requirements R2.2 and R2.3, which dénfiar mul-
tiple types of degradation types (affected QoR/Qo0S paransetts) per sub-
ject, as well as multiple value (ranges) per degradatioa fyplue accuracy),
value accuracy potentially combined with degradation tieng., described as
a function of time/duration of QoR/QoS values.

The general kinds of service degradation subjects are res®@nd service notion of QoX
(functionalities). Quality of a resource is normally desed by QoR para- parameter
metergqalso often calle@oD parameterg quality of a service (functionality)

is normally described boS parameteréagreed upon with the customer).

To subsume both terms, QoR/QoD and QoS parameters, theatjgrerQoX

parameters introduced to generally designate quality parametargégra-

dations and their subjects.

QoR/QoD and QoS parameters, i.e., both types of QoX paraspetbare characteristics
some common characteristics anyway: First, they relate gpemificQoX of QoX
subject(degradation subject, for the purpose of I/R analysis arfél dlepen- parameters
dency models specification). Second, they are based on ad#éaition,

including aQoX measurement metras well as the actu&oX measurement
methodologyeing appropriate for the metric (compare basic introdunctif

QoS parameters in Sect. 2.3.1 on p. 37). The difference leettveem is ba-

sically that QoS parameters are agreed upon with the custame relate to

service (functionality) in a way that is understandablenpecehensible, and

useful for the customer. QoR/QoD are focused on resoureespn the actual

realization of the service, and so normally only known andasstandable
provider-internally.

For the degradation specification and degradation depegdgrecification,

these general characteristics of QoX parameters have Hosvilog conse-

guences (compare Fig. 4.7 on p. 135): First, per degradatibfect there
might be different QoX parameter (sets) which affect it,, itave it as QoX
subject. In terms of degradation specification, there migght/arious pos-
sibilities for the degradation manner in which a degradatobject can be
affected. Different combinations of degradation subject degradation man-
ner (QoX parameter sets) might have different dependeraigsng each
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other. That is, the sole specification of a degradation stib@s it is done
by subject-induced Sl dependency models SIDepMod(Sul{S€Lt. 4.3.4-
4.3.7) is often not enough for degradation dependency fepegodn. An ex-
ample for this fromEzSit1 (see Table 4.3 on p. 136) is the high mail sending
delay (y,1_1) caused by the high link utilizatiory(;). In contrast, a complete
outage of the link (total unavailability) would have causdsb a total outage
(total unavailability) of the mail sending functionalit€oncluding, a gener-
ally applicable SI dependency model should have the pdisgita take into
account the degradation manner.

Second, each degradation manner, i.e., QoX parameter (&et)concrete
values (normally per time/duration), which conform to theXQmetric and
are measured actually by its QoX measurement methodologydégrada-
tion specification, these aspects are covered by the tergradkgion value
accuracy and degradation time (compare Fig. 4.7 on p. 13&grént com-
binations of degradation subject, degradation mannerdagdadation value
accuracy/time often have different dependencies amonlg eiher. This is
e.g., true for the above mentioned example of high link zdtion and high
mail sending delay (compare Table 4.3). Furthermore, ireggna source
degradation with degradation values which are relativielgils may not even
cause a target degradation: e.g., the relatively high weje p&cess delay
(9s1—2, compare Table 4.3) whose degradation value is neverthtdesess
in degree to entail a business degradation. So, a genepgllicable S| depen-
dency model has also to take into account degradation vatueacy (possi-
bly combined with degradation time).

The development of a SI dependency model which actuallyrsaledegra-
dation specification aspects mentioned above, is actualhe dn two steps
here:

First, the SI dependency model SIDepMod(QoX) is discusatith allows
to take into account degradation manner (QoX parameterfeetdegradation
dependency specification. SIDepMod(QoX) is actually basethe degrada-
tion subject specification of one of the previously devetbpebject-induced
Sl dependency models SIDepMod(Subj:X) for some X (e.qg., etylRst). So,
in fact there are multiple instantiations of SIDepMod(Qa¢pending on the
actually utilized subject degradation notion X. For thiagen the full desig-
nation of this SI dependency model is SIDepMod(QoX/Suby¥h specific
X. The abstract form SIDepMod(QoX) is used as a templategdasion sub-
suming any one of these specific ones.

Second, based on SIDepMod(QoX/Subj:X), a refined S| depayd@odel,
SIDepMod(QoXInst/Subj:X), is introduced which takes iatzount degrada-
tion value accuracy, potentially combined with degradatime, i.e., taking
into account actual QoX value ranges/specifications foréspective degra-
dation manner (QoX parameter set).

Fig. 4.80 illustrates the class structure used for the §ipation of degra-
dations and degradation dependencies by SIDepMod(QoX*gubompare
Fig. 4.55). SIDepMod(QoX) actually reuses the subject aegtion specifi-
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Figure 4.80: SIDepMod(QoX/Subj:X): considering QoX degradation types
refining Fig. 4.55, reusing SIDepMod(Subj:X) for some X

cation of some SIDepMod(Subj:X), X { Sv, Svinst, Fcty, Fctylns}, for
the specification of its degradation subject. The degradatianner is spec-
ified by a so-calledlegradation typewhich actually determines the affected
QoX parameter (set). The degradation type has to conforhetspecified
degradation subject, i.e., the determined QoX parametér lfas to have the
degradation subject as QoX subject. Together, the spdminoaf degradation
subject and degradation manner cover the complete spéicficd the degra-
dation scope or degradation value granularity (compare4=igon p. 135).

Examples of degradation types (marked by abbreviatigf) in
ExzSitl (Table 4.3)) are: gtnighiinkutitization 107 Tiplink (Tre iz, Trsw.2)s
and gtunavailability for fmail/use/mbox_access(usere GTpMaJZl) Fur-
ther possible degradation types (which may be dependent awh e
other) for the respective subjects areitjignpacketiosss Gtiowretiabitity TOT

Tiplink(rrt_lrzaTr_sw_2)y and gthighmailbo:paccessdelay) gtlowmailbomaccessbandwidth
fOr  finail fuse/mbox_access (US€T € GrpMail).  Moreover, an example for a

degradation dependency among degradation types;iSinkutiization —
gthighmailsendingdelays which hasgthighmailsendingdelay for fmail/use/send as tarQEt'

Table 4.17 gives a summary of the DegDep specification witheft

Mod(QoX/Subj:X) for a given subject specification notion ¥ depen-
dency model SIDepMod(Subj:X). Additionally, Table 6.10 pn377 in Ap-

pendix A introduces a set-theoretic, formal notation fogrdelations and
degradation dependencies of SIDepMod(Subj:QoX/Subj:X).
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SIDepMod(QoX/Subj:X)

reusing SIDepMod(Subj:X) for some subject specificatigretyX
types of degradations described mainly as QoX degradatiops,
dependent i.e., by degradation subjects (of type X), and by
degradations: | degradation manner (set of affected QoX parameters);
secondly described by additional information
(other than subject or manner, compare Table 4.7)
associations of degradation dependencies fully

dependent determined/derived from the dependencies of
degradations: | their respective degradation subject/manner;
multiplicities left open;

additional none

dependency
constraints:

Table 4.17: Overview of DegDep specification for SIDepMod(QoX/Subj:X)
(compare Table 4.5 and Fig. 4.80)

For SIDepMod(QoX) the notion alegradation typdor degradation class
was introduced as a class for actually specifying degradatanner, de-
scribing the affected QoX parameter (set). But for many aégtion depen-
dencies the specification of degradation manner alone iemamigh, rather
the actual value accuracy potentially combined with degtiad time (e.g., as
function time) has to be included in the specifications ofeshefent degrada-
tions. These degradation specification aspects (valugamcaombined with
degradation time) are typically specified by the QoX paramealues (per
time) or at least some abstraction thereof, e.g., potevaiale ranges, value
distributions. QoX parameter values (per time) or abswastthereof can be
regarded as specific instantiations of a degradation type, fer the degra-
dation typemail sending delapf subjectf,, i /use/send, the actual degradation
type instantiation specification (QoX value accuracy)s0 min permanently.
Therefore, specification of degradation value accuractefg@lly combined
with degradation time), as e.g., actual QoX parameter gatmebstractions
thereof, are subsumed under the generic ®@@X degradation instantiatign
and regarded as particular instantiations (or instantisgubsets) of a degra-
dation type. Similarly, the degradation aspects degradatalue accuracy
and degradation time are subsumed under the genericdegnadation de-
greeof a degradation. Using this new terminology, a particulaiXQlegra-
dation instantiation (set) specifies degradation degreeddgradation. The
QoX degradation instantiation (set) is actual an instéintigset) of a partic-
ular degradation type, which in turn specifies degradatianmer. So, on an
abstract level, degradation degree can be regarded astiatitm of degra-
dation manner. Fig. 4.81 illustrates the concept of QoX aegtion instan-
tiations, as well as the relationship to degradation degtegradation type
and degradation manner. Degradation type is regarded ataachass, so that
its instances (particular degradation types) have owrantsts (QoX degra-
dation instantiations). For actually specifying QoX detzon instantiations
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concerned with AN

_ -7 | degradation
value accuracy

Degradation Degradation Degradation dti
Subject Manner Degree and time
specifies» | specifies»

) 1

< has gubject . .

. «metaclass» |_xinstantiates» QoX k> QoX
specifying how Degradation Degradation Degradation
(in what manner V' Type Instantiation Instantiation|
is the subject

has» has» Set

«metaclass» <i<igs_taﬂti_age§» Degradation
Degradation Type

degraded):

QoX parameter set,

general failure Type ParameterList

pattern in time ParameterList, Definition |\
_~"|_Declaration AN

function declaration of a/multiple function(s) AN function(s)

of time/duration (actual value/time pairs)

as instantiation of the
in general corresponding to metrics of affected function declaration
QoX parameter set; from the parameter

list declaration

the function may have as value domain either the
QoX value domain itself or any necessary abstraction
thereof (e.g. value ranges or statistical distributions)

Figure 4.81: QoX degradation instantiations as instantiating degradat
types

as instances of a particular degradation tygegradation type parameter list
declarationsare defined for each particular degradation type. Thesedecl
rations are a list of named parameter type declarationsuah€oX degra-
dation instantiations have a correspondaegradation type parameter list
definitionconsisting of parameter definitions (hame/value pairsjaromng
to the parameter type declarations of their degradationegedrhis concept
used for the instantiation of degradation types here isafigtwery similar
to the instantiation of subject specification classes usetert. 4.3.7 for the
refinement of SIDepMod(Subj:X) to SIDepMod(Subj:X/Insthe parameter
list declarations (and corresponding definitions) for delgtion type usually
comprise one or multiple parameters for describing theedQoX values (per
time) or any abstraction thereof (see discussion above)derdo specify the
actual degradation degree.

These are possible alternative examples for degradatmnpgirameter dec-
larations, e.g., for the above mentioned degradation tygle Imk utiliza-
tion of 7iplink (72 Trsw.2): the current metric value (range), current metric
value and range of past metric values, current metric valtieam estimation
about how long it will remain in this state, a probabilitygsibility distribu-
tion describing how the metric will (in estimation) evolvethe near future,
a combination of the former ones. Any such declaration isl usespecify
and differentiate QoX metric values directly or by an appiate abstraction
thereof, potentially per time/duration. In general, theick for the parame-
ter declaration has to be appropriate and accurate enougipéaifying the
quality relationships and temporal relationships, as fanecessary for the
degradation dependency specification which will be desdritelow. Corre-
spondingly, QoX degradation instantiations are specifigeddncrete values
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assigned to the declared parameters, e.g., valu®% permanently in the
near future for the high link utilization.

Having introduced the notion of QoX degradation instaitra instances of a
degradation type, now the SIDepMod(QoX/Subj:X) introdihedove can be
refined into SIDepMod(QoXInst/Subj:X). Fig. 4.82 illustea the classes used
for the specification of degradations and degradation digreries by SIDep-
Mod(QoXInst/Subj:X) (compare Fig. 4.80). The actual refireat of SIDep-

Degradation DegradationDependency| | Degradation|
(QoX) (QoX) Dependency;
4 Additional
; : QoX
Degradation Degradation Dependency, Constraint
utilizing AN (QoXInst/Subj:X) (QoXInst/Subj:X)
for the <> —————— ]
specification * * * EE
of the subject concerned with sogrce target | concerned with has»
any of the degradation causes» degradation
DegDepMod(Subj:X) | | value value accuracy
models granularity and time
\ N - -

. \ - —— - <additionally
specifying Degradation Degradation " constrains
what is \ Scope Degree
degraded \ — _| specified as

“J \ Q a template
\ expression
Degradation Degradation
Subject (X) Manner
- specifies»
specifies» |
< has subject «metaclass» <i<igs_taﬂti_at_e§» QoX ] QoX

specifying how L | Degradation Degradation Degradation
(in what manner V Type Instantiation Instantiation

is the subject has» has» et
degraded):

«metaclass» <i<igs_taﬂti_at_e§» Degradation

QoX parameter set, Degradation Type
general failure Type ParameterList
pattern in time ParameterList Definition |\
_"|_Declaration AN
function declaration of a/multiple function(s) AN function(s)
of time/duration (actual value/time pairs)
as instantiation of the
in general corresponding to metrics of affected function declaration
QoX parameter set; from the parameter
list declaration

the function may have as value domain either the
QoX value domain itself or any necessary abstraction
thereof (e.g. value ranges or statistical distributions)

Figure 4.82: SIDepMod(QoXInst/Subj:X): considering QoX degradations
instantiations, refining Fig. 4.80, reusing SIDepMod(S4pj
for some X

Mod(QoX/Subj:X) to SIDepMod(QoXInst/Subj:X) is similao tthe refine-

ment of SIDepMod(Subj:X) to SIDepMod(Subj:X/Inst) in Se4t3.7. Here

not the subject, but instead the degradation type is inatadtin the manner
as already described above (Fig. 4.81). The degradatigacgpecification
is retained from SIDepMod(QoX/Subj:X), depending on thesdn X. Simi-

lar as in SIDepMod(QoX/Subj:X), the degradation type hasotaform to this

subject specification.
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The degradation degree is specified in SIDepMod(QoXInsj/3las a set
of QoX degradation instantiations described by a templgpeession. So, a
degradation in SIDepMod(QoXInst/Subj:X) being sourceangét in a degra-
dation dependency is described by a degradation subjezfispgon (of type

X), a conforming degradation type, and a degradation degpeeified as
template expression. These template expressions of depedegradations
can be additionally restricted by constraints over themgwn variables. So
complex quality and temporal relationship in a degradatiependency can
be expressed. This is again similar to the approach useefioirrg SIDep-

Mod(Subj:X) to SIDepMod(Subj:X/Inst) (Sect. 4.3.7). Cencing additional

dependency constraints compare especially Fig. 4.52 ob&. 2

Two particular examples for degradation dependenciesgakito account examples
degradation type as well as the specific degradation degeedlustrated in

the following. The first example continues the above meiibtlependency
Gthighlinkutitization — Ylhighmailsendingdelay, the second one is concerned with

the dependency betwegn‘lighdnsdelay andgthighmailsendingdelay:

As already introduced above, the dependengy; ninkutitization —
Gthighmailsendingdelay (réfined specification 0§, — gs1-1/1 in Fig. 4.6 on
p. 131, withg,,_,/; representing the sole effect gf, without g,,;) de-
scribes that a degradation of the IP limln (e iz 7rsw2) (degradation
subject), namely a high link utilization (degradation ty#; sniinkutitization):
entails a degradation of the mail sending functionalitygfdeation sub-
JeCt finail/use/send), NAamMely a high mail sending delay (degradation type
Gthighmailsendingdelay)- 1NIS relationship of mail sending delay from link uti-
lization is also further related to additional, intermegieontext factors, e.g.,
the actual ratio of mail traffic to other IP traffic, and thetmttamount of cur-
rent mail sending requests. So, in order to take actualty actount degra-
dation degree for both dependent degradations, i.e.,fap@aX degradation
instantiations and their inter-relationship, these add#l factors have to be
considered, too: On the one hand specific, current valugésr(over time)
have to be specified for the link utilization values as wellresmail sending
delay itself, including the deviation from their normal &s. On the other
hand, to actually describe their inter-relationship, rmation about the addi-
tional, intermediary context factors (intermediary QoXtaxt, as part of the
QoX degradation instantiation specification) is necessany., the current/-
future estimated value specification (over time) of theorafi mail sending
traffic to other IP traffic and of the amount of mail sendinguests. Using
current values for these intermediary factors, an estondtir the QoX values
of mail sending delay can be derived from the QoX values ofittkeutiliza-
tion. Such an estimation may be supported by comparingrigstoeasure-
ments of all inter-related QoX values. To sum it up, a refineecgication of
gthighlinkutilization - gthighmailsendingdelay by taklng into account QOX value
instantiations can be done as shown in Table 4.18.

This example also shows how a QoX degradation instantiaidetermined
by multiple degradation type parameters (compare Fig.)4e84d., in the case
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gr1 — gs1—1/1, With

9r1 = Ghigh_iplink_util = degradation(
SUBJECE T link 1y 11 reny )
manner:gthighlinkutilization7
avg. link util: > 60%,
intermediary context: avg. ratio mail traffic/other traffea.30%,
intermediary context: avg. mail requests/mi00,

) and

9s1-1/1 = YGhigh_mail_sending_delay/1 ‘= degradation(
SUbjeCt:fmail/use/sendv

manner:gthighmailsendingdelay7
avg. mail sending delay ris€:5 min,

).

Table 4.18: Specfiction of a degradation dependency in SIDepMod(QaXIns

of Gnighipinkwa the parametersvg. link util, avg. ratio mail traffic/other
traffic, andavg. mail requests/minThe specific relationships between the
values/value ranges of all these degradation type parasfeteboth degra-
dations are restricted by appropriate dependency contsrai

The second example is the degradation dependefigyiainsdeiay —
Gthighmailsendingdelay (r€fined specification of,; — gs1-1/2 in Fig. 4.6 on
p. 131, withg,,_,/, representing the sole effect of;;, without g,;) which
specifies the relationship between DNS request delay ¢péatidegradation
type gthighpNsaelay fOr degradation subjecty,s 1) and further aggravation
of the mail sending delay (particular degradation tyhe,nmaitsendingdelay Of
degradation subjectyaii/use/send). Similar to the first example for actually
taking into account QoX value instantiations for both delgtaons and their
inter-relationship, some additional, intermediary cahiaformation has to
be considered, although it is of another type as in the firatrgte: Actu-
ally for sending a single mailf{,aii use/sena) Multiple DNS requests are nec-
essary in order to resolve all mail domain names involvedh wie mail to
be sent, at least two, one for the sender domain, and one forgke ge-
ceiver domain (nevertheless of course the sender domamatigris part of
the local domain of the LRZ). That is why an aggravation of DS re-
guest delay entails a respectively multiplied (at leastbied) aggravation
of the mail sending delay. This relationship may be represeby a re-
spective weighting factor (multiplier) for the DNS delayoiSequently, the
degradation dependency may be as a first step more precsatifisd as
Glhighdnsdelay — x2 Glhighmailsendingdelay ACtUally taking into account actual
QoX value instantiations, it can be specified in as shown bi€lTd.19.

Table 4.20 gives a summary of the DegDep specification witheft
Mod(QoXInst/Subj:X) for a given subject specification degency model
SIDepMod(Subj:X). Table 6.11 on p. 378 in Appendix A intrads a set-
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9r1b — gs1-1/2, With
Grib = Ghigh_dns.delay ‘= degradation(
SUbjeCt:TdnS_svl ’
manner:gthighdnsdelaya
avg. request delayt’ s,
additional context: min. number of dns request / mail segidn
) and
9s1-1/2 = Ghigh-mail_sending.delay/2 *= degradation(
SUbjeCt:fmail/uso/sond>

manner:gthighmailsendingdelay7
avg. mail sending delay ris&o s,

).

Table 4.19: Specfiction of a degradation dependency in SIDepMod(QaXIns
(second example)

theoretic, formal notation for degradations and degradatiependencies of
SIDepMod(Subj:QoXInst/Subj:X).

SIDepMod(QoXInst) is already very elaborated and in thisi§bendency limitations
model most degradation dependencies can be expressedropapfe gran-

ularity. However, dynamics of degradation dependencied,ralated to this
redundancy and load-balancing (cooperation patternsgrbdation subjects)

cannot explicitly be specified. These issues are tackledarfdllowing two

sections.

4.3.9 SIDepMod(Coop): Sl dependency model with
dynamics at a time instance

Here dynamics of degradation dependencies are invesligate classified
into two types of dynamics. For the first type, a refined S| deleacy model,
SIDepMod(Coop) is introduced, which allows to express amghsdynamics
as far as is it necessary for appropriate degradation depegdpecification.
The second type of dynamics is treated in the following secti

In the following, the general term dynamics of degradatiepehdencies is
analyzed by looking at three different examples based oextmple scenario
of Sect. 2.3. The aspect of dynamics for degradation depeieteis related
to the requirement R1.4 (interacting/cooperating subje€imultiple source
degradations, very short-term) and R2.1 (dynamics in genee., change
over time, more long-term).

On the one hand, in general any degradation dependencyiféaing only
one source degradation and one target degradation may jeetstdodynam-
ics, i.e., some of its aspects such as the two dependentdédgignas may
change in some way. On the other hand, there are especigiigdtion de-
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SIDepMod(QoXInst/Subj:X)

reusing SIDepMod(Subj:X) for some subject specificatigretyX
types of degradations described as QoX degradation instantiations
dependent i.e., by degradation subjects (of type X), and by
degradations: | sets of QoX parameter metric values,

or abstractions thereof

(value ranges, distributions)

—> degradation value accuracy/degradation time
explicitly expressible;

associations of dependencies between

dependent sets of QoX degradation instantiations:
degradations: | complex relationships

concerning degradation value accuracy/degradation time
of dependent degradations are expressible;

additional possibility to constrain the dependent sets of
dependency | QoX degradation instantiations by the use of template
constraints: with variables;

U

Table 4.20:Overview of DegDep  specification for  SlIDep-
Mod(QoXInst/Subj:X) (compare Table 4.5 and Fig. 4.82)

pendencies with multiple source degradations, for whitiag to be specified
how these multiple sources interact to result in the targgtatlation(s).

Dynamics of degradation dependencies are concerned wtthiéinge of de-
pendencies over a longer period of time, to the redundanhecement of
degradation subjects in a relatively short time intervalyeell as to the si-
multaneous interaction/collaboration of the subject oftiple source degra-
dations, e.g., for performance (by load-balancing) andléity (by redun-

dancy) reasons, or even a combination of two or all of theettagpects.
Specifically, the latter aspect is also concerned with dégran dependen-
cies which are specifically related to each other, i.e., tvilsicould be com-
bined into a single degradation dependency with multipleses, so it can
be processed together by impact analysis.

For introduction and illustration three different exangat®ncerning dynam-
ics of dependencies over time are explained and resultugssare discussed.

The first example are the 10 load-balanced web servglis, .z =
1,...,10 of the web hosting service, e.g., appearing in the deperdenc
Twebsv(x) (CONfiguration= norma)  —  fieh juse/apage (CUStOME= TUM).  In
fact, the load-balancing, is performed by a load-balansintch r,gyitcn 10-
cated in the IP service (described By use/1oad batance — fwvebuse/apage)- The
load-balancing algorithm afy,..itcn IS USING a least-resource-usage distribu-
tion method. Furthermore, ifi.witc, detects that one of the web servers is
not working correctly anymore, it avoids considering thiedor dispatching
WWW queries to it. This way, also reliability is ensured torsodegree, far
aSrswiten 1S @ble to identify incorrect operation of a web server aottyeand
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timely. So, this example includes load-balancing for perfance reasons, as
well as (to some degree) redundancy issues for reliabéagons.

The second example are two mail relay servers of the mail pkandynamics
service, which are load-balanced by DNS round-robin methddence example 2
the distribution-method here is round-robin, and also qrenéd by the

help of a subservice, namely DNS service (described by dkgrey

Jfdns/use, Tmailrelay1; Tmailrelay2 — Jfmail/use/recv). RElIADIlIty is not ensured here,

as in case of unavailability of one mail relay server, the DiBservice (un-

aware of this failure) will further resolve respective DN&egies to the IP ad-

dresses of both servers in a round-robin manner.

Third, located in the IP service, there are 2 load-balanc&t (detwork ad- dynamics
dress translation) servers,.,1 andr,.:sv2, Which filter and check IP traffic example 3
from mobile and VPN (Virtual Private Network) users for setyurisks (de-

scribed by the dependeney,isvi, Mnatsvz — fip/use/con/nat)- 1N NOrmal opera-

tion, each of the two NAT servers are responsible for distfh@ddress spaces

of different users. That is, the distribution-method ofithead-balancing is
client-hash-based. Butin case of a failure of one of themotie left working
dynamically takes over the responsibility for the IP addrgzaces of the fail-

ing one. Thus, in this example load-balancing (for perfarogareasons) and
redundancy (for reliability reasons) are appearing togretifhe hash-based
load-balancing, as well as the dynamic redundant takeiowease of failure

are performed by both resources cooperatively withouh@rrintervention of

another resource or subservice.

Another general example is the case of two load-balance@isgwhich are dynamics
both simultaneously active only in specific periods of thg, dehile for the example 4
rest of day, only one is active e.g., because of high operabsts. A specific

example scenario for this case might be a telecommunicagorice, which

has its peak-off hours around noon and after 18:00 o’clockya(described

DY 7sv1; Tsv2 = feksv/use (time= 10:00-14:00 or 18:00-6:00

Tsvi — Jfiisv/use(time= 6:00-10:00 or 14:00-18:0R So the dynamics in-

volved here, i.e., the using of two servers in specific timeggks, are con-

cerned with performance reasons.

A further example of redundancy is a redundant resourcelwdao automa- dynamics
tically replace another normally working resource whers thie is broken example 5
(hot-standby).

Consequently, these different examples show mainly tweams for dy- classification of
namics of dependencies: On the one hand there is the reasperfof- dynamics by
manceaccomplished by load-balancing multiple components usargpus reason and
distribution-methods, and on the other hand there is theoreafreliability method
accomplished by providing redundancy using different slwitg methods in

different time scale.

Concerning redundancy switching further details of itdizasion may be im-
portant for the specification of degradation dependen&eslundant switch-
ing may be accomplished either by joint, direct cooperatibthe redundant
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components, or by coordination via a particular coordoratomponent, or
by human interaction by hand. Furthermore the time scaléiigterest, i.e.,
the granularity of the time units used to specify times ofedént switching
states, e.g., in the order of magnitude of seconds (fullgraated), minutes
(automated or human interaction), hours/days (humanaatien).

Often all this information is useful and necessary for ddgtmn dependency
specification, as illustrated by the following examples ofsible degrada-
tions:

The first example is the unavailability of one of the web sesyehich even
after the detection by the load-balancing-switch entailsoasible perfor-
mance degradation as only 9 servers are left working shémmpad.

In a second example, with the response time of one web seeeenting very
high (but left in allowed range for load-balance-detectjdhe response time
of a part of the WWW queries is rising in an apparently randaanner (for
all requests which are dispatched to the slow web server).

Third, the unavailability of one of the mail relay serversuks in the mail
sending functionality (apparently) randomly failing.

Moreover, one of the NAT servers becoming unavailable tesarn the one
hand in a failure of all its active connections, and on thespthand in a
(possible) reduced performance of the second NAT servier, difis one has
detected the outage of the first and thenceforward is reggerfer serving

all requests.

So these degradation examples related to dynamics of depeied illustrate,
that for a detailed, useful, appropriate degradation degecy specification
it is often necessary to specify all this dynamics-relatddrimation about a
dependency.

In order to allow for a generic classification and modelingatifnecessary
aspects related to dynamics of dependencies, from the deamipove some
general properties related to dependency dynamics selitabthe specifica-
tion of degradation dependencies are identified. Theseepiep are more
general than the issues of dynamics of dependencies destadxve, as
e.g., the purpose (reliability, performance) or the redion method (load-
balancing by various specific distribution methods, statidundancy, dy-
namic redundancy). Fig. 4.83 gives an overview of thesecsjpé dynamics
for degradation dependencies.

As a first aspect of dynamics, the dependency may be in usetfeeronly
in various instances of time or in various time intervals.rtkermore, the
sources or targets may change over time (e.g., the examfie oo servers
of the telecommunication service, which are simultangoastive only in
defined time intervals a day).

In case of multiple sources being involved further aspettynamics arise:
For multiple sources, there is a specidmoperation patternwhich describes
how the source degradations are combined or how their p&tisubject in-
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Dynamics Aspects
of Degradation Dependencies

0

Instantaneous Dynamics
CooperationPattern OverTime
/ T - ~ -~
how do the degradation subjects DN | how does the degradation AN
of multiple source degradations dependency
interact/cooperate or some of its aspects change
in a specific instance of time over time?
in relationship to the
target degradation(s) e.g.
its dependent degradations,
its instantaneous cooperation pattern,
its existence/validness at all.

Figure 4.83: Overview of dynamics aspects of degradation dependencies

teract/cooperate in order to result in the target degradé). Concerning
degradation dependency specification, this cooperatitiarpacan be further
divided up in two different components: itisstantaneous cooperation pat-
tern, i.e., the interaction/cooperation of multiple sourcesa specific instance
of time, or its dynamics at a specific instance of time, as agitschange of
dynamics over time

In a specific instance of time, the instantaneous cooperaattern specifies
how the sources interact in the specific instance of timedeioio result in the

target, e.g., by load-balancing using a specific distrdnstnethod. Whereas,
the dynamics over time comprise changes of the state of tip@dation de-

pendency from one instance of time to another, i.e., a plessitange of its

sources, its targets, or even its instantaneous coopezditern, or the com-
plete validness of the dependency.

The reason for the separation is that for degradation deypeydspecifica-
tion it is necessary to know the state of a dependency at afisp@me in-
stance (sources, targets, instantaneous cooperatienrpatttiveness) as well
as how this state changes over time. For instance, in or@gpmpriately de-
rive target degradations for one of the examples above coedavith some
load-balancing mainly the aspect of instantaneous cotperpattern is im-
portant. For the examples concerned with redundancy bygking the aspect
of the change of state over time is more important. For soraengies, both
aspects are relevant.

Additionally, it has to be mentioned, that a time dimensias to be defined
which is appropriate for the actual course of the impactyais|which allows
to distinguish between different time instances with aahlé granularity.

To sum it up, concerning the modeling of dynamics of degiadatependen-
cies, three general aspects have to be taken into accoumtpgyopriate time
dimension has to be defined with a time granularity appropfiar perform-
ing the steps of impact analysis. In a specific instance o {iralated to the
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defined time dimension), the current state of the degradaigpendency has
to described. The current state comprises the questiornehitis currently
active or not, its current source and target degradatiobj€sts), as well as
the specific instantaneous cooperation pattern betweesotirees. The state
may be change over time, i.e., may be different for diffetent instances
(according to the defined time dimension). Namely, in gdhargy aspect of
the current state may be subject to change, i.e., the quesgtiether currently
active or not, the sources, the targets, or the instantawmperation pattern.
In the following, the change of the dependency over timese described by
the termdynamics over timavhereas the term instantaneous cooperation pat-
tern describes theéynamics at a specific time

abstract After having identified these three general aspects of dycgaf dependen-
specification of  cies, their abstract specification is discussed:
dynamics of

Starting with the time dimension, time instances can be meadly specified,
as a parameterranging over time values of time sétime. Based on this,
the different components of the state of a dependdretya specific instance
t can be described by functions of this parameter

dependencies

e whether the dependency is active or not at tiraan be decided by func-
tion isActive(d, t)

e its related degradations (e.g., specified as classes or refmed their
instantiations), can be determined by two functidagr_src(d, t) and
degr_dst(d,t) respectively

e furthermore, the instantaneous cooperation pattern éfelated degra-
dations or mainly their subjects) can be generically dbscrby a func-
tion inst_coop_pat(d, t).

These introduced functions allow to specify the generalagyics aspects a
given dependency at a specific time instande Furthermore, with the pa-
rametert being varied oveflime, they also specify the change over time of
the dynamics.

Of course, the subject on the type of functiont_coop_pat, i.e., the explicit
specification of the instantaneous cooperation patterstillsto be investi-
gated:

In general, information that a dependency is valid at some tiescribes that
a degradation at that time of one or some of the sources mag crgrada-
tions of the targets at that time or in a time near to that time.

The using of information about the instantaneous cooperatattern should
allow for a more explicit and refined determination of thisgibility of a
degradation propagation and the explicit specificatiorhefrelationship of
the time of the source degradations and the time of the tdeggtidations.

A time specification for the validity of a dependency mighsciébe a spe-
cific time instance or a time periodt,, t5] of the time dimension introduced
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above. Subsuming both cases, such time specification willriieen by the
Greek letterr in the following.

The time specification for a source degradation may not betlgthe same as
the time specification of the entailed degradation: foranse, network sub-
service being unavailable for a minute, causing an apbicatervice based
on it being unavailable for 1 hour, because of active conmestbetween
resources or to subservices being broken and not easilyessmb automati-
cally. But in any case, the time specification of target degtians, is related

to the time specification of source degradations. For a tipeeificationr,,..
(representing or [t,, t5]) of some source degradations the time specification
145t Of target degradations may describe €1gt,+ 1 min|, or [t, t 4+ 60 min],
[t1,t2 + 1 min], [t1,ts + 60 min], i.e., a time instance or time range near to

TS?"C'

Consequently, the specification of the instantaneous cabpe pattern
should allow for derivation of degradations from some sesrrat time spe-
cification 7,,. to degradations of the targets of the dependency at some time
specificationr,,; related tor,,.. If the explicit time specifications are not rel-
evant, e.g., if they are the same, they may be left out of teeiBpation. But

it should be possible by using the instantaneous cooparptitiern to derive
such more complex time relationships between source datjoad and target
degradations if it is necessary for degradation dependgmegification.

Some possibilities for this specification might be either Ukttivity dia-
grams and UML collaboration diagrams, petri nets, or spetifins by logi-
cal formulas, e.g., using temporal logics (p. 105), or evely propositional
logical formulas with logical connectors like OR, AND, XOBRging poten-
tially combined with the use of probability/possibilitystiiibutions.

But speaking generally, the instantaneous cooperatiderpait specifiable
by some additional constraint expression on the degradapecifications of
the dependent degradations of a degradation dependedependent of the
building blocks, functions, operator, or algorithms this ttonstraint expres-
sion is made or evaluated by (compare especially Fig. 4.52 8h8 concern-
ing additional dependency constraints).

For example, concerning the availability of particulardtianalities: general
] examples for
® reflnefdns/usea T'mailrelayls Tmailrelay2 — fmail/use/receive to: Cooperation
fdns/uso “always fmail/use/rcccivc’ patterns
T'mailrelayl —possibility=0.5 fmail/use/receive' SpeCiﬁed by
T'mailrelay2 ~—possibility=0.5 fmail/use/rcccivc’ attachments to
which have to be processed together. the dependency

: specification
b reflnefip/use/load_balance - fweb/use/apage) and P

Twebsv(x) (CONF = Normad — fyep juse/apage, (¢ = 1,. .., 10) to:

fip/load_balanco always fwcb/use/apagc
T'websv(x) (Conf = normab beforedetection_or fweb/use/apage1
if_already_in_progress,
) possibility = 1/10
which have to be processed together.
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e even for a dependency with only one source:
r.eﬁnefip/uso - fmail/use/rcccivc to:

fip/use —always fmail/use/receive

As these examples show, the information concerning themtsheous co-
operation pattern used for derivation of entailed degradatis specific to a
certain type of degradation (degradation manner).

In the following the actual degradation dependency spetifio concerning
the instantaneous cooperation pattern is discussed in deted. As intro-
duced above - the instantaneous cooperation pattern iogwa with dy-
namics at a specific instance of time, specifically the imtéva of multiple
source degradation (subjects), i.e., in the case of soutdgpiicity of the
degradation dependency 1 (so-called composite dependency). Speaking
generally, the instantaneous cooperation pattern cando#igal by additional
constraints on the specifications of the source and targgadations of the
dependency.

The SI dependency model SIDepMod(QoXInst) developed inptieeious
section has to some degree the power to specify (at leasteimmgtanta-
neous cooperation pattern, depending on the complexitgatgeby using
constraints over the degradation type degree templatessions of depen-
dent degradations. If the number of interacting sourceatkgions is fixed
(and relatively small), constraints on the degradatiome tyggree template ex-
pressions are enough to express the cooperation pattertegparal/quality
relationship of the dependent degradations.

For example, in the case of the the 10 load-balanced web rserve
Twebsv(x), £ € {1...10}, which are used for realizingai /use/apage /static
(compare Sect. 2.3.2), a diminution of the overall web pédgeughput of
Jmail/use/apage/static (fOr @ll customers) is determined by the aggregation of the
individual diminution of all particular web servers, as sified in Table 4.21
using SIDepMod(QoXInst).

{gr_websv_throughput(:v) |$ € {1 s 10}} — G f_ webpage_static_throughputs
with
9r_websv_throughput(z) *— degradation(
SUbjec;t:Twebsv(x) )
manner:gtlow_throughputa
avg. web page throughput diminutiof; ),
)forz=1...10, and
9f webpage_static_throughput *= degradation(
SUbjeCt:fmail/use/apagc/static7
manner:gtlow_throughputa
avg. web page throughput diminutiof;,
), with (QoX degradation) dependency constrdint= >, o Tr(2)

Table 4.21: Specification of the instantaneous cooperation patternafor
degradation dependency in SIDepMod(QoXInst)
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The aggregation expression in the constraint may also be nmwmplex than

only summing up the individual diminution values. But theaxstyaint is only

concerned with the restriction of the values of degradatype parameters
(avg. web page throughput diminutipme., with restriction of the QoX value
instantiations, not interfering with restrictions on tregdadation subjects.

But, if the number of the interacting source degradationgyisamic (and
potentially high) joint constraints on the degradation rdegtemplate ex-

pressions and constraints on the subjects are necessaryhigoeason, a SiDepMod(Coop)

new S| dependency model, SIDepMod(Coop), more elaboratad $1Dep-
Mod(QoXInst) is discussed now. Similar as SIDepMod(QoX)nSIDep-

<additionally
con$trains B
Degradation DegradationDependency| | Degradation
(Coop) (Coop) Dependency]
A A Additional
. . - Coop
utilizing for the Degradation Degradation Dependency| Constraint
specification of (Coop/Subj:X) (Coop/Subj:X)
the subject instantiations I
any of the %  _ 5 * x|
DegDepMod(Subj:X/Inst) sogrce target
models causes» hass
|
| concerned with concerned with
| degradation degradation specified as
: value value accuracy a template
| granularity and time expression
o | N ~ P
specifyingy | > | E— ~~ - i
] dd Il
what is | Degradation Degradation " < acor:slt?'giansy
degraded : Scope Degree ’
| 1 1 Qox

Degradation

Subject Manner
Specification
(X/1nst) [ specifies»
1

Degradation

Q

«metaclass»

Degradation
Subject
Instantiation
Set

Degradation
Type

has»

specifying how
(in what manner
is the subject

«metaclass»

<i<igs_taﬂti_at_e§»

«instantiates»

Degradation
Instantiation
Set

QoX
Degradation
Instantiation

has»

Degradation

function(s)
(actual value/time pairs)

degraded):

QoX parameter set,
general failure
pattern in time

of time/duration

in general corresponding to metrics of affected
QoX parameter set;

the function may have as value domain either the
QoX value domain itself or any necessary abstraction
thereof (e.g. value ranges or statistical distributions)

Degradation Type as instantiation of the
,) Type ParameterList function declaration
e ParameterList Definition [ — - from the parameter
7’| _Declaration list declaration
function declaration of a/multiple function(s) AN

Figure 4.84: SIDepMod(Coop/Subj:X): considering cooperating QoX @egr
dation instantiations , refining Fig. 4.55, reusing SIDep-
Mod(QoX/Subj:X) for some X

Mod(Coop) is reusing a subject specification of some SIDeg(8abj:X),
yielding actually a particular SIDepMod(Coop/Subj:X)gF#4.84 illustrates
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the class structure used for the specification of degratsmaod degradation
dependencies by SIDepMod(Coop/Subj:X) (compare Fig.)4 A&ually not
any subject specification X is allowed. As constraints onjesttb (jointly
on degradation degree) have to be possible, actually onlybgest speci-
fication notion X is allowed which includes subject instatiobn. l.e., ac-
tually only a refinement the abstract SIDepMod(Subj:X)rfsee Fig. 4.71
on p. 251) is allowed for reuse, e.g., SIDepMod(Subj:Fost) (Fig. 4.72
on p. 253), as these models allow constraints over subjestifggations.
Other than this restriction, SIDepMod(Coop), or more sipeadly SIDep-
Mod(Coop/Subj:X/Inst) depending on the used X/Inst, isikirty structured
as SIDepMod(QoXInst) (compare Fig. 4.82 on p. 270). Thefswtaer struc-
tural difference is that in SIDepMod(Coop), the additiodapendency con-
straints restrict both, the subject instantiation tengo$gtecification, as well as
the degradation degree template specification, jointlyheyuse of common
variables in both template specifications.

In the case of the the 10 load-balanced web semiggs, ),z € {1...10}
for realizing fiail/use/apage/static (COMpare Sect. 2.3.2), a diminution of the
overall web page throughput ¢f,.ii/use/apage/static fOr @ particular customer
(', is depending on a specific aggregation of the individual dition of all
web servers which are currently used for accessing thecp&tiweb pages
of this customer (denoted By ebPage List(C})), as specified in Table 4.22
using the newly developed SIDepMod(Coop).

{gr_websv_throughput(:v) (webpage € WebPageLiSt(Cl))‘x S {1 te 10}} -
.gf_webpage_static_throughput(CUStomeT = 01),
with
Grwebsv_throughput(z) (Webpage € WebPageList(Ch)) := degradation(
SUbJECt: Ty ehsv(x) (WED pages WebPageList(Ch)),
manner:gtlow_throughputa
avg. web page throughput diminutiof ,.),
)forz=1...10, and
.gf_we.bpage_static_throughput(CUStomeT = Cl) = degradation(
SUbJeCt:fmail/use/apagc/static (CUStomeI': Cl)a
manner:gtlow_throughputa
avg. web page throughput diminutio®;,
), with (Coop degradation) dependency constraints
Ts =3 scindesset Ir(z), IndexSet C {1,...,10}, and
VeeIndexsetWebPageList(C1) N WebPageRealization List(ryebsv(x)) 7 D

Table 4.22: Specification of a more complex instantaneous cooperatbn p
tern for a degradation dependency in SIDepMod(Coop)

The patrticular load-balancing method used here is haskdbas., each web
server currently serves a particular subset of all web pafgesurrent subset
denoted byWWebPageRealizationList(ryensv(x)). The aggregation expres-
sion in the constraint above may also be more complex thansamhming
up the individual diminution values of each relevant welvser But never-
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theless, in the example above, the constraints above acerd with both
jointly, the restriction of the values of the degradatiopayarametersagg.
web page throughput diminutipmas well as the restriction of the degrada-
tion subject: The variable terms; as well asry.ensv(x), Which are part of
the respective degradation subject specifications, aré insthe constraint
expressions to express the particular, current intetiogiship with the QoX
value instantiations (compare the simpler example abotleswinstraints not
interfering with the restriction of the degradation sulggc

SIDepMod(Coop/Subj:X)
reusing SIDepMod(QoX/Subj:X) for some subject specifaatype X

types of degradations described by templates
dependent specifying the degradation subject instantiations and
degradations: | their respective QoX degradation instantiation

at once;

associations of dependencies between

dependent sets of interacting QoX degradation instantiations:
degradations: | complex relationships

concerning degradation subject/manner,
degradation value accuracy/degradation time

of dependent degradations are expressible;
additional constraints over the dependent sets of
dependency | interacting QoX degradation instantiations
constraints: by the use of templates with variables;

Table 4.23: Overview of DegDep specification for SIDepMod(Coop/Subj: X
(compare Table 4.5 and Fig. 4.84)

Table 4.23 gives a summary of the DegDep specification witheft summary
Mod(Coop/Subj:X) which is resulting SIDepMod(QoX/Subj:¥r a given

subject specification dependency model SIDepMod(SubjiAple 6.12 on

p. 379 in Appendix A introduces a set-theoretic, formal tiotafor degrada-

tions and degradation dependencies of SIDepMod(Coop/Subj

In the next section the specification of dynamics over timihasecond type
of degradation dependency dynamics are covered, whictharast issue to
cover.

4.3.10 SIDepMod(DynOT): Sl dependency model for
dynamics over time

In the previous section dynamics of degradation dependsngere analyzed,
and two general cases of dynamics have been identified: dgaana time
instance determining a specific cooperation pattern ofipiaelsource degra-
dations, as well as dynamics of degradation dependencezsadenger time
period. Moreover, abstract specification notions for bgihes of dynam-
ics were introduced. The degradation dependency speficat the for-
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mer type was also discussed in the previous section. Herdetpadation
dependency specification of the latter one is treated basellecalready in-
troduced abstract specification notions. An abstract Sedépncy model
SIDepMod(DynQOT) is introduced which basically discusses ko cover dy-
namics over time for degradation dependency specification.

Dynamics over a time is concerned with changes of the degjoaddepen-
dency or some of its aspects over a longer time period. Thigiss related
to the requirement R2.1. As parts or aspects of the degoaddépendency
which can change over time, two basic cases were alreadyifiddrin the
previous section: First, the dependency as a whole may I aaéxisting
only for specific time intervals, i.e., its whole state ofidakss or existence
can change over time. Second, any of its aspects, namekgpendent degra-
dations or their instantaneous cooperation pattern (sequs section) may
change.

But for the introduction of a generic SI dependency moded, éhkplicit dif-
ferentiation of particular dependency aspects is not sacgsas these actu-
ally depend on the used S| dependency model which is usedebedosider-
ing dynamics over time: The general idea for the design of dependency
model covering dynamics over time is to reuse any prior essl depen-
dency model SIDepMod(Y) and extend it to a SI dependency irfokieep-
Mod(DynOT/Y). The extended model has to allow to cover anyhef both
cases described above: change over time of the existenceegradation
dependency at all, as well as change over time of any of tleenrdtion parts
used to specify a degradation dependency in SIDepMod(YgnGé over time
in general can be specified by a function of time/duratiorhvappropriate
time granularity, as discussed in the last section.

That is, for SIDepMod(DynOT/Y) the following extensionsveao be made:
For each degradation dependency, a function of tisneulid(t). For any ex-
isting information partDeg DepSpecPart used for degradation dependency
specification in SIDepMod(Y) introduce a functidbegDepSpecPart(t).
These functions of time used above may be given each expliaitby tem-
plate expressions, which can jointly be constrained fohetegradation de-
pendency (compare list given on p. 278). For a more concretmple for
applying SIDepMod(DynOT/Y), see example 4 on p. 275.

Table 4.24 summarizes the details of the abstract DegDepfisp¢ion with
SIDepMod(DynOT) which is reusing any prior existing S| degency model
SIDepMod(Y) and extending it for dynamics over time.

Concluding the complete design of Sl dependency modelst.(3e8.2

to 4.3.10), it can be said the most elaborate and most pow-
erful  SI dependency model developed is the particular model
SIDepMod(DynOT/Coop/Fcty/Inst)=SIDepMod(DynOT/Y) Wit
Y=Coop/Subj:X/Inst with X=Fcty, i.e., the SIDepMod(Coopjstanti-
ated for functionality instantiations (SIDepMod(Subjtfinst)), and this
extended to dynamics over time.
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SIDepMod(DynQOT/Y)

reusing any SIDepMod(Y)

types of reused from SIDepMod(Y),
dependent extended into a function of time
degradations: | potentially described by a template expressipon;
associations of reused from SIDepMod(Y),
dependent extended into a function of time
degradations: | potentially described by a template expressipon;
additional reused from SIDepMod(Y),
dependency | extended into a function of time;
constraints: potentially described by a template expressipon;
additional function of time

for expressing the validness/existence
of the dependency at all

potentially described by a template expressipn;
general constraints over the

temporal function templates expressions;

Table 4.24:Overview of DegDep specification for SIDepMod(DynOT/Y)
(compare Table 4.5

4.3.11 Implementation of impact dependency models

After having iteratively designed impact dependency meéteim Sect. 4.3.2
to Sect. 4.3.10, guidelines for actual realization of impependency models,
mainly with respect to the basic component architectureAiB@, and its ba-
sic realized workflow, BRWI, (see Sect. 4.2.5), are preskeméhe following.
Particular implementation techniques for the realizatbthe respective ar-
chitecture components and the related, used data straceeintroduced.
First, the whole design of impact dependency models anteceichitecture
components is summarized, and based on this guidelinetdarealization
by respective, concrete implementation techniques aengiv

Impact dependency models (initially introduced in Se@.2.2 on p. 140 and summary of
p. 144) are the key factor to impact analysis, as they spedifyotential de- impact
pendencies between the various types of degradations. driferal informa- dependency
tion parts which are necessary to describe degradatiortseimdependencies models and
have already been generically introduced in Sect. 4.2.21.d34. The de- their usage
sign of impact dependency models, performed from Sec #oFect. 4.3.10,

in this sense, represents a high refinement of this earlydntition on p. 134.

In the BRWHf, impact analysis (IA), i.e., SIA and BIA, is acliyarealized by
two particularn/RA modulegcompare p. 199), namely tiservice impact an-
alyzerand thebusiness impact analyzewhich utilize the respective impact
dependency models. These two I/RA modules are very similacerning
their operation, and therefore are both a refinement of a commeneric
impact analyzel(compare p. 201). They differ only in their respective im-
pact dependency models, i.e., the former is concerned withice impact
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dependency models (Sect. 4.3.4-Sect. 4.3.10), while ther s concerned
with business impact dependency models (Sect. 4.3.3). @bie bperation
of these two I/RA modules is generically specified (generipact analyzer)
on p. 203 as part of the BRWf, namely thasic realized 1A subworkflows
BRWHf.1.1 and BRWHf.1.2 (see especially Fig. 4.43 on p. 205):

degradations In addition to its used impact dependency models, whichigdigespecify all
working potential degradation dependencies, an impact analyrepreses a so-called
memory and degradations working memofgompare p. 204), which actually remembers
degradation all degradations derived so far by the impact analyzer inctiveent run of

derivation tree  |/RA including theirdegradation derivation trefrom source degradations to
target degradations. That s, the contents of the degmadatvorking memory
represents the actual subset of degradations and the@atespdependencies
(potentially appropriately instantiated), which are tethto theactual impact
situation(compare Fig. 4.5 on p. 130 as well as Fig. 4.16 on p. 152) of the
current I/RA run, out of the set of the all potential degramtag and all their
respective dependencies.

More specifically, the degradations working memory is usethée follow-
ing way: It contains especially the (potentially instatdto a degree as far
as necessary) degradations initially given as input @hrtesource degrada-
tions for SIA, and derived, top-level service degradatitmisBIA), as well
as eventually the derived, top-level business degradatiehich represent
the essential output of IA. Moreover, it also contains amdembers any in-
termediately derived, instantiated degradations, as aglhny instantiated
degradation dependency which actually has been used tedarget degra-
dations from source degradations. Thus, eventually iughes the complete
(instantiated) derivation tree from source degradationarget degradations,
for all instantiated degradations and their dependencigshnare relevant to
the actual impact situation. That is, it remembers any dimsated) degra-
dation dependency which was used during 1A from its impagtedeency
model to derive particular (instantiated) target degriadatfrom particular
(instantiated) source degradations.

later reuse of The whole derivation tree of instantiated degradations taed dependen-

degradation cies is remembered in the degradations working memory, deroto en-

derivation tree sure an easy later reuse of this particular (instantiategeddency informa-

during impact tion, mainly for reuse during indirect impact rating of scairdegradations

rating (compare p. 170): During impact rating, (instantiated) thiéng of partic-
ular source degradations is derived from the rating of tpaiticular target
degradations. That is, the particular involved (instaatiq degradation de-
pendencies are used in the reverse order (in comparison)td.®d from
target degradations to source degradations (compare alSoytar design of
rating models, which will be discussed in Sect. 4.4.1). Thathy it is useful
to remember the used (instantiated) derivation tree fromncgodegradations
to target degradations, instead of having to recalculateeakssary informa-
tion later-on during impact rating.

Fig. 4.85 presents an overview of impact dependency modelsheir rela-
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tionship to the other related components of the basic coentaarchitecture,
namely the impact analyzer, specifically the degradatiar&wwg memory, as
well as the impact rater as the I/RA module performing impatihg later-on.

has two particular I/RA modules,

refinements, — E - — 4 i.e. part of ——— E
one for SIA and one for BIA (Generic) I/RA analyzer Impact Rater
each with respective Impact Analyzer

impact dependency model(s)

| <_accesses maintains » < r ntents_later_on
1 [fEusEs CONtents aler on |
E < _«contains _ _ E
Impact instantiated Degradations
Dependency Model subset of» Working Memory
| |
1 1
describes all potential describes (appropriately instantiated)
degradations and degradations and their respective
their respective dependencies, which are related to
dependencies and used for actual impact situation
of current I/RA run

Figure 4.85: Overview of the impact dependency models and their relation
other components of the basic component architecture (ammp
Fig. 4.41 and Fig. 4.43)

Having summarized the design of impact dependency modelthair related towards a
components of the basic component architecture, namelynb&ct analyzer concrete

as a particular I/RA module, and specifically its degradatiovorking mem- implementation
ory, in the following the actual realization guidelines ®gpective, concrete
implementation techniques are discussed. Different tgpaaplementations

may be considered, each based on different existing methoxhniques,

such as RBR (Sect. 3.6 on p. 103) or CBR (Sect. 3.6.3 on p. T0®).best

suitable method or technique will be chosen, and necessdaycdnversions

may be specified.

For impact analysis, the main issue is the reasoning abaradation de- reasoning about
pendencies from source degradations to (entailed) tasgrdations. Con- degradation
sequently an implementation of impact models and of a cporedingim- dependencies
pact analyzeras an I/RA module, compare above) including a degradations

working memory for remembering the currently derived ddgten deriva-

tion tree, needs to support such a reasoning about depaesappropriately.

The degradation dependencies are to be specified beforéhaineir actual

usage, before actual I/RA runs, so that it can be assumeththaare in place

in a complete, consistent manner. Of course, only propaticshodel data

has to be in place prior to actual I/RA runs, while for addiabdynamic

data only references have to be known priorly from this std#éta (compare

p. 143). Consequently, for an implementation of impactsiala reasoning

about priorly, explicitly, and completely specified degaidn dependencies

has to be supported.

In general, such a type of reasoning can be addressed with(B&#R. 3.6 on using RBR
p. 103), i.e., the reasoning by logic rules. Basically, tegrddation dependen-
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cies can be encoded in logic rules, which can be followed lmgiIreasoner
to derive target degradations from source degradationgeeless, RBR or
logic reasoning has many varieties, e.g., depending ongéeifsc purpose,
the particular data paradigm and particular logical cailsudctually utilized:
In the case of impact analysis, from a potentially small $gfiven initial re-
source degradations a potentially large ramified tree dikexat degradations
(degradation derivation tree) has to be derived. Statialjgtnatively, impact
analysis has to identify and derive all entailed degradatia.e., to find all
solutions for the problem of deriving target degradatiasif source degra-
dations (impact derivation problem). But, most types ofidagreasoning
(prolog-like reasoning) are more designed to check onlytixdreone solution
exists at all (and present this one). That is why, these tgftes lack effi-
cient ways to find all solutions of an impact derivation peshl Basically,
their inefficiency is the result of their inability to remestpast/partial solu-
tions of parts of the search tree, so that these partialisokibften have to
be recalculated. Nevertheless, among RBR in general, thectiee database
(DDB) approach (see Sect. 3.6.1) efficiently addressesghige, as it com-
bines prolog-like reasoning with a database where past artthpsolutions
are remembered. This approach is specifically designeddolate the whole
set of valid facts which result from a set of specified bastsfand specified
rules. Basically, this approach of DDB corresponds to theaan derivation
problem of IA in the following way: the initial resource deglations can be
regarded as DDB base facts, all potential degradationsndiepeies of the
impact dependency models can be regarded as the DDB rulase(encoded
by them), and all degradations (eventually) entailed fromititial resource
degradations, i.e., all degradations in the degradationat®n tree, can be
regarded as valid DDB facts.

Consequently, the deductive database approach as a fartigoe of logi-
cal reasoning is chosen as the basis for the implementatibxFov, i.e., of
impact dependency models and of the impact analyzer.

But, among the DDB approach also varieties exist. Espgc@ihcerning the
data paradigm, relational and object-oriented can bengdjsished: The latter
one subsumes the former one, the more classical type ofllagiasoning, in

that it allows to combine the reasoning about logical reladior predicates in
general with the reasoning about specific object-oriergtded relationships
of objects and classes. As the design of impact dependendglmdevel-

oped iteratively from Sect. 4.3.2 to Sect. 4.3.10 deals witiny different

objects and classes, e.g., for specification of degradataamobject-oriented
approach is more promising. Concluding, the implementatioimpact de-

pendency models and the impact analyzer is based on the-aljected de-

ductive database approach.

Consequently, all kinds and aspects of (class) dependeheigveen the in-
formation parts (classes of SIDepMod(.)) identified in thexdtive design
from Sect. 4.3.2 to Sect. 4.3.10 are to be encoded in de@udbigical rules.

Conceptually, these rules can be used by a deductive datedesoner to de-
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rive from given initial resource degradations as base falt®sntailing target

degradations as the set of all valid facts. Thus, the dedudiatabase rea-
soner will represent the core of the implementation of thedot analyzer (as
an I/RA module, p. 199).

Actually, only the proper, static data (compare p. 143) efithpact depen-
dency model are to be encoded directly as rules. The accesddibonal
dynamic data (compare p. 143), i.e., by m/d i/o modules odiett by m/d
i/o data engine (see Sect. 4.2.5.3), has to be additionakgiated with the
deductive database reasoner.

Conceptually, such an encoding of a degradation dependeagylook like
the following:

degradation dependency specificatidm;(P;,)} — B(Fy;) with possible
constraint conditio'nd(Fyy,, P;, ).

A;(P;,) are parameterized source degradation specificationsfeéeesr;, )
and B(F,,) is the parameterized target degradation specificatiomipeters
Fy;.). Parameters are used for differentiating all informatspects of degra-
dation specifications.Cnd(Fy,, P;,) is an optional condition for applying
constraints on the actual matching source and target dafipadspecifica-
tions.

For the appropriate evaluation of the constraints of a digian dependency
the deductive database reasoner may have to be extendedsitdr access
to external components which allow to evaluate parts of tmstaint expres-
sion which the deductive database reasoner is not familtar w

As one patrticular language for actually encoding the deagrad dependen- use of Frame
ciesFrame Logic(see Sect. 3.6.1) is chosen, as it is one of today’s standaedic
languages for use within object-oriented deductive databaThis language

is specifically object-oriented, as discussed above,ii.supports explicitly

inheritance class hierarchies, and attributes directly lasguage feature.

In Appendix B an example implementation for impact depewgianodels example
of the example scenario in Sect. 2.3 is given. This exampjpg#ementation implementation
is using particularly such an approach with Frame Logic asuleed above,
describing degradations and their dependencies by dedudetits and rules

in an object-oriented way. Moreover, the deductive datalsgstem used as

basis, Flora2 [YK0O, YKZ03], uses an extension of Frame tagi that it is

not only a query language, but instead a full-featured @Enogning language.

This way, this example implementation provides a basisHercomplete im-
plementation of an impact analyzer module (compare abatd@ast as far

as the use of static model data is concerned. For the integ@itadditional,

dynamic data appropriate data fetch mechanisms have tadmgrated, e.g.,

by using procedural methods in Flora2, or by adding cornegjpg prolog
predicates with side effects (data exchange with apprigonigd i/o modules)

in the underlying prolog system XSB [xsb].
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Chapter 4. Impact Analysis and Impact Recovery Framework

4.4 Recovery Analysis Framework

In the following therecovery analysis framewollRAFw) as the second ex-
tension framework of théasic frameworKBFw) is treated. Fig. 4.86 as a
reminder of Fig. 4.1 illustrates the overall structure a tfRA framework
specifically emphasizing the recovery analysis framewdike basic frame-
work, introduced in Sect. 4.2, provides a generic basis/Rradnalysis. It
introduced basic terms, concepts, and workflow steps foal&ysis in gen-
eral. Based on this, the RAFw extends, refines, and detasgethasic notions,
concepts, and workflow steps introduced particularly faowery analysis
(compare Fig. 4.1 on p. 122). More specifically, the RAFw isarned with
the design and realization of actual data structures, aidgpecific usage in
the respective workflow steps.

4 N\
Impact and Recovery Analysis Framework
(I/RAFw)
(Chapter 4)
Basic Framework
(BFw) -
by ~
7 - > ~
- (Sect. 4.2) \\«u\ses
»
«ES/ES’» /:\ N
- «uges» N
e ~
- - | S
e ~
Impact Analysis Framewor Recovery Tracking Framework]
(IAFw) (RTFw)
(Sect. 4.3) (Sect. 4.5)
N\ J

Figure 4.86: Recovery analysis framework (RAFw) as second extension
framework of the basic framework (reminder of Fig. 4.1)

As having been discussed in Sect. 4.2.3.1 on p. 170, recavetlysis (RA)

is subdivided into the two subsequently performed stegsact ratingand
recovery (plan) designMoreover, in Sect. 4.2.3.2 the notions of ihgpact
rating modelfor the purpose of impact rating, and thexovery (action) de-
pendency modébr the purpose of recovery design were introduced. Both are
subsumed under the tefRA modelsn the following.

The usage of both RA models roughly has been treated in S@c8.2 (ba-
sic refined abstract recovery analysis subworkflow, BRA)VAR well as in
Sect. 4.2.5.6 on p. 206 (basic realized impact rating sukfleev, BRWf.2.1),
and on p. 207 (basic realized recovery design subworkfloM/BR2).

The rating model allows thairect rating of the business degradatiaherived
by IA. Based on this, thendirect rating of prior degradations which are en-
tailing the business degradations is performed. Priogikmg degradations
here comprise prior service degradations, as well as peswurce degrada-
tions entailing the service degradations in turn. The extirating is actually
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done by using the degradation dependencies of impact depeyndhodels in
the reverse direction (compared to 1A). So, eventually tismriginally given

resource degradations, which are the essential input totibée I/R analysis,
are rated indirectly in this way. In Sect. 4.2.3.2 on p. 1'&lrtiting model was
introduced on an abstract level, without going into spedétails concerning
actual data structures or their usage.

The rating allows a basic prioritization or ordering by imamce of the re- recovery
source degradations, which are the targets of recoveryghlamatives to be dependency
designed by the following recovery design. The recovertigaydependency model
model is used by the recovery design to construct one or phelllternative

recovery plans along with their estimated reduced impactecddvery plan is

comprised of one or multiple recovery actions, each of wisdargeting one

or multiple of the original resource degradations. For dowtion of these

recovery actions, appropriate scheduling informationdias to be included

in the recovery plan.

The general information parts which are necessary to desalternative re-
covery plans, recovery actions, and their relationshigtiuced impact were
generically discussed in Sect. 4.2.3.1 on p. 164. Morediver, general rela-
tionship to and usage for the specification of the recovetipacdependency
model was introduced in Sect. 4.2.3.2 on p. 173. These inttazhs stayed
on a very rough and conceptual level, and did not includeiBpeiata struc-

tures for actual specifying particular degradations.

Concluding, the RAFw is mainly concerned with the concedtan - in terms concretization
of data structures and their actual usage - of both, the itmaéiog model of both RA
as well as the recovery action dependency model. This ctiratien also models
comprises specification of actual data structures for regoactions and their

relationship to degradations, and recovery plans, cangisif recovery ac-

tions.

That is, the design and the subsequent implementation of RAt models,
which are compatible with the design and implementationmgdact depen-
dency models of IAFw (Sect. 4.3), is the main subject of thé=RA

However